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About this document

This document provides information for debugging JES3 and installation-written
extensions of JES3. It describes the tools that JES3 users can use for debugging.
This document is specifically designed for installations running z/OS or z/OS.e.

Who should use this document

This document is intended for system programmers and IBM service
representatives or anyone who is responsible for diagnosing and correcting
problems in JES3. Users of this publication must have a working knowledge of
JES3 functions.

How to use this document

This document contains information used by the system programmer for diagnosing
JES3 problems.

This document is divided into the following sections:
Chapter 1, “Diagnosing, Resolving, and Reporting JES3 Problems” |

Discusses a general methodolgy for diagnosing JES3 problems and includes
topics about:

— Collecting an exact description of the problem.

— Gathering relevant system supplied data.

— Determining the system’s status.

— Publications that assist in diagnosis.

— Recommendation for using JES3 dumps and Dump Core.
— Viewing the contents of a dump

— Viewing the JES3 control blocks

— Types of problems in JES3 and associated address spaces.
— Abends in JES3 address spaces

— Miscellaneous JES3 problems areas

— JES3 system abends in user address space

— Problems in the FSS address space

— Problems in the JES3DLOG address space

— Problems in the JESXCF address space

— Problems in the BDT address space

— Typical JES3 problems and their resolution

— Job related diagnosis

— Reporting a problem to IBM.

+ [Chapter 2, “General Diagnosis” |

Discusses facilities and tools used for general system diagnosis. This discussion
includes the format of trace tables and use of JES3 diagnostic facilities, such as
descriptions of:

— JES3 Trace Tables

— FSS Trace Output

— SNA RJP Trace Output

— Dump Job Traces

— Output Service Output

— Networking Logging Facility

— IOERR Output

— GTF Trace Output

— Job Validation SNAP Output

© Copyright IBM Corp. 1988, 2002 Xi



[Chapter 3, “Using IPCS to View JES3 Information” |

Discusses using the interactive problem control system (IPCS) to diagnose JES3
problems.

[Chapter 4, “JES3 Formatted Dump” |

Discusses how to identify areas in a formatted dump of a JES3 or C/I Functional
Subsystem (FSS).

[Chapter 5, “JES3 Monitoring Facility” |

This section provides a description on how system programmers can use the
JES3 Monitoring Facility (JMF) to obtain statistical data of the system.

[Chapter 6, “Reading a JMF Hard-Copy Report” |

This section provides a description of the JMF hardcopy report and a description
of how to generate a report using SMF records.

+ [Chapter 7, “JES3 Recovery” |

This section describes the following recovery procedures:

— JESS3 and C/I Functional Subsystem Failsoft

— Alternate CPU Recovery

— Reconfiguring a Processor Complex

— Checkpoint/Restart

— Restarting JES3 After a Failure

— JESS3 Checkpoint Data Set(s)

— Dynamic System Interchange

— BSC RJP Recovery

— Recovering from Output Writer Functional Subsystem Failures
— Recovering from SAPI Failures

— Recovering an IBM 3480 Tape Drive for a Stand-Alone Dump
— Recovering from Spool I/O Errors

— Recovering from C/I Functional Subsystem Address Space Failures

Where to find more information

The following table lists documents that contain information related to the
information provided in this document.

When this document references information in other documents, the shortened
version of the document title is used. The following table shows the shortened titles,
complete titles, and order numbers of the documents that you might need while you
are using this document.

Most licensed documents were declassified in OS/390 V2R4 and are now included
on the z/OS Online Library Collection. The remaining licensed documents appear in
unencrypted documentManager softcopy and PDF form on the z/OS Licensed
Product Library.

Short Title Title Drder
Number

z/OS DFSMS z/0OS DFSMS Checkpoint/Restart SC26-7401

Checkpoint/Restart

2/0S MVS Systeni 2/0S MVS System Messages, Vol 5| SA22-7635

Messages, Vol 5 (EDG-GFS) |[(EDG-GFS)
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Accessing z/OS ™ licensed documents on the Internet

z/OS licensed documentation is available on the Internet in PDF format at the IBM
Resource Link™ Web site at:

[rttp://www.ibm.com/servers/resourcelink|

Licensed documents are available only to customers with a z/OS license. Access to
these documents requires an IBM Resource Link user ID and password, and a key
code. With your z/OS order you received a Memo to Licensees, (GI10-0671), that
includes this key code. *

To obtain your IBM Resource Link user ID and password, log on to:
[rttp://www.ibm.com/servers/resourcelink|

To register for access to the z/OS licensed documents:
1. Sign in to Resource Link using your Resource Link user ID and password.
2. Select User Profiles located on the left-hand navigation bar.

Note: You cannot access the z/OS licensed documents unless you have registered
for access to them and received an e-mail confirmation informing you that
your request has been processed.

Printed licensed documents are not available from IBM.

You can use the PDF format on either z/OS Licensed Product Library CD-ROM  or
IBM Resource Link to print licensed documents.

Using LookAt to look up message explanations

LookAt is an online facility that allows you to look up explanations for most
messages you encounter, as well as for some system abends and codes. Using
LookAt to find information is faster than a conventional search because in most
cases LookAt goes directly to the message explanation.

You can access LookAt from the Internet at:

[rttp://www.ibm.com/eserver/zseries/zos/bkserv/lookat/|

or from anywhere in z/OS where you can access a TSO/E command line (for
example, TSO/E prompt, ISPF, z/OS UNIX System Services running OMVS). You
can also download code from the z/OS Collection (SK3T-4269) and the LookAt Web
site that will allow you to access LookAt from a handheld computer (Palm Pilot VIIx
suggested).

To use LookAt as a TSO/E command, you must have LookAt installed on your host
system. You can obtain the LookAt code for TSO/E from a disk on your z/OS
Collection (SK3T-4269) or from the News section on the LookAt Web site.

Some messages have information in more than one document. For those
messages, LookAt displays a list of documents in which the message appears.

1. z/0S.e™ customers received a Memo to Licensees, (GI10-0684) that includes this key code.

About this document  Xili
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Additional information

Additional information about z/OS elements can be found in the following

documents.
Title Order Description
Number
7/0S Introduction and| GA22-7502 Describes the contents and benefits of z/OS
Release Guidgl as well as the planned packaging and
delivery of this new product.
z/0S and z/0OS.e Planning foil| GA22-7504 Contains information that lets users:
lnsta//atiog] * Understand the content of z/OS.
* Plan to get z/OS up and running.
* Install the code.
» Take the appropriate migration actions.
» Test the z/OS system.
|z/0S Information Roadmap | SA22-7500 Describes the information associated with
z/OS including z/OS documents and
documents for the participating elements.
z/0S Summary of Messagg | SA22-7505 Describes the changes to messages for

Changeg

individual elements of z/OS.

Note: This document is provided in
softcopy only on the message bookshelf of
the z/OS collection Kkit.

Determining If a Publication Is Current

As needed, IBM updates its publications with new and changed information. For a
given publication, updates to the hardcopy and associated documentManager
softcopy are usually available at the same time. Sometimes, however, the updates
to hardcopy and softcopy are available at different times. Here’'s how to determine if
you are looking at the most current copy of a publication:

1. Atthe end of a publication’s order number there is a dash followed by two
digits, often referred to as the dash level. A publication with a higher dash level
is more current than one with a lower dash level. For example, in the publication
order number GC28-1747-07, the dash level 07 means that the publication is
more current than previous levels, such as 05 or 04.

2. If a hardcopy publication and a softcopy publication have the same dash level, it
is possible that the softcopy publication is more current than the hardcopy
publication. Check the dates shown in the Summary of Changes. The softcopy
publication might have a more recently dated Summary of Changes than the

Xiv

hardcopy publication.

3. To compare softcopy publications, you can check the last two characters of the
publication’s filename (also called the document name). The higher the number,
the more recent the publication. Also, next to the publication titles in the
CD-ROM document and the readme files, there is an asterisk that indicates
whether a publication is new or changed.
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Summary of Changes

Summary of Changes
for GA22-7547-02
z/OS Version 1 Release 4

This book contains information previously presented in |z/0S JES3 Diagnosid,
GA22-7547-01, which supports z/OS Version 1 Release 2.

The following summarizes changes to that information.

New Information

* Information has been added to indicate this document supports z/OS.e.
* New queue added to Job Segment Scheduler Queues.

* New formatted dump samples have been added to chapter 4.

This book includes terminology, maintenance, and editorial changes. Technical
changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

Starting with z/OS V1R2, you may notice changes in the style and structure of
some content in this document—for example, headings that use uppercase for the
first letter of initial words only, and procedures that have a different look and format.
The changes are ongoing improvements to the consistency and retrievability of
information in our documents.

Summary of Changes
for GA22-7547-01
z/OS Version 1 Release 2

This book contains information previously presented in |z/0S JES3 Diagnosid
GA22-7547-00, which supports z/OS Version 1 Release 1.

The following summarizes changes to that information.

New and Changed Information in the JES3 Formatted Dump chapter:
 WLM Data Area

* JESMSG Queue Control Area Header and Entries

* PRSRB and PRCNT dropped from 1/O Parameter Block of IATYTVT

This book includes terminology, maintenance, and editorial changes. Technical

changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

© Copyright IBM Corp. 1988, 2002 XV
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Chapter 1. Diagnosing, Resolving, and Reporting JES3
Problems

Diagnostic Methodology

This chapter provides a general methodology for diagnosis and problem solving in
the JES3 and associated address spaces. In addition, the information required for
reporting problems to IBM is identified.

Diagnosis can be a difficult task. But you increase the difficulty if you do not
diagnose in a disciplined way. Discipline cannot replace experience or intuition, but
it can structure your diagnosis effort and save you valuable time.

This publication contains debugging techniques and guidelines that have been
proven to be the most useful to system programmers that have experience in
debugging JES3 problems. These techniques are presented in terms of a
debugging “approach”. This debugging approach is summarized in the following

steps:
1. Obtain an exact description of the problem and the events that lead to the
problem.

2. Gather relevant data from the information the system has provided in order to
isolate the problem.

3. Analyze the information. Try to pinpoint the functional area where the problem
occurred.

4. Determine if the system has provided you with enough information to diagnose
the problem. If you do not have enough information:

* Determine what additional information is needed

* Use the available diagnostic tools and commands to gather the information.
You can use DUMP CORE to supplement the information provided in the
JES3 dump, or to gather information when a JES3 dump is not provided.

5. Pinpoint the problem to a module within the function.

 If the problem is an installation problem, continue diagnosing.

« If the problem is in IBM provided code, start searching problem reporting.
Refer to[z/0S MVS Diagnosis: Procedures|for more information about search
arguments.

6. Correct the problem if possible. Otherwise, report the problem to your IBM

Support Center and supply the information listed in|[‘Reporting a Problem to|

[IBM” on page 26|

Gathering Relevant System Supplied Data

After you have the external symptom identified, you can gather additional
information by using commands that are described in |zZ0S JES3 Commands,
Depending on the external symptom and the command that is issued, you can
obtain either a portion or a complete JES3 dump to help you determine the
problem.

The specific actions you might take in solving a JES3 problem is further refined into
the following topics:

» Obtaining an exact description of the problem
» Determining the system events preceding the problem
» Determining the status of the system

© Copyright IBM Corp. 1988, 2002 1



* Documentation to Assist in Diagnosing JES3 Problems

* Recommendations for use of JES3 Dumps and Dump Core
* Viewing the contents of dumps - segments

* Viewing the contents of dumps - control blocks

* Types of problems in JES3 and associated address spaces
» JES3 address space performance problems

* Hangs in JES3 address space

* Abends in the JES3 address space

* Miscellaneous JES3 problem areas

* JESS3 system abends in user address space

* Problems in the FSS address space

* Problems in the JES3DLOG address space

* Problems in the JESXCF address space

* Problems in the BDT address space

* Typical JES3 problems and their solutions

* Job related Diagnosis

* Reporting a problem to IBM

Obtaining an exact description of the problem

You should obtain an exact description of the problem and recent events that

preceded the problem. A description of the problem can be obtained from:

* The operator who experienced the problem.

* Messages documented in the MLOG portion of the dump (if a JES3 dump is
provided)

* The formatted dump (if provided)

You can use DUMP CORE to supplement the information provided in the JES3
dump, or to gather information when a JES3 dump is not provided.

Relevant data can also be gathered from:
* The failsoft logout (message IAT3713) that was issued to describe the error.

The failsoft logout is obtained from either the SYSLOG or from the queue of
action messages retained by the active action message retention facility. Refer to
[z/70S JES3 Commandsd| for the commands that are used to display the
commands.

Determining the Status of the System

2

You need to determine the status of the system. This includes the following items:
* What maintenance has been applied - JES3 and non-JES3

* What user and OEM code can affect JES3 operations

* What hardware changes have been made

* Any Production/workload changes

* What Initialization stream changes have been made

z/OS V1R4.0 JES3 Diagnosis



Documentation that can Assist in Diagnosing JES3 Problems

The information in the following publications can assist you in diagnosing JES3
problems:

+ |2/0S JES3 Commands]
* |z/0S JES3 Message§
» |2/0S JES3 Initialization and Tuning Guide]
* |z/0S JES3 Customization
« |2/0S JES3 Diagnosis Reference]
* |z/0S MVS System Codes
+ |2/0S MVS Diagnosis: Reference]

Recommendations for Use of JES3 Dumps and DUMPCORE

You need to consider the following recommendation in securing dump information
for your diagnosis efforts:

 JES3 WANTDUMP Recommendations
» Taking JES3 Dumps
« DUMPCORE

JES3 WANTDUMP Recommendation

IBM recommends that you allow the WANTDUMP option on the STANDARDS
initialization parameter to default to "YES" instead of setting it to "ASK". Using the
default of "YES" allows the system to determine what action to take when a JES3
failure condition occurs. In today’s sysplex environment setting this parameter to
"ASK"” can cause delays in operations because the JES3 address space essentially
stops functioning until you respond to the IAT3714 message. Also, certain portions
of the dump, such as the system trace, are invalid because the system continues
processing until you response to message IAT3714.

Taking JES3 Dumps

DUMPCORE

If you need to take a dump of JES3 and its related address spaces, such as FSS
address spaces, consider the following hints:

» Always include the SDATA parameters RGN, LSQA, LPA, SUM, CSA, NUC,
PSA, and SWA. JES3 stores most of its control blocks and modules in the
private region.

* If you run SAPI applications, you can include SAPI dataspaces (JES3SAPI) by
adding DSPNAME ('JES3'.JES3SAP) to your dump command.

If you need to take a dump of JESXCF (only if running JES3 SP5.1.1 or higher)
always include its dataspaces. See Information APAR 1109383 for instructions on
including this information.

DUMPCORE is an alternative to a dump for many problems associated with JES3.
DUMPCORE is a tool that allows you to:

* Examine control blocks
» Set traps

* Find modules

e Zap storage
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You can get additional information using DUMPCORE that is not included in a
dump. See [z/0S JES3 Commandd and the *START,DC command for DUMPCORE
options that you can use. DUMPCORE options are similar to options that you can
with IPCS.

Viewing the Contents of Dumps

You can use the IPCS VERBX JES3 command to view online a portion or the entire
JES3 formatted dump. You specify IP VERBX JES3 'OPTION=xxx', where "xxx" is the
keyword for a specific segment. For example. you may want to view the Client
Output Work (COW) Area segment of the dump. In this case you would enter:

IP VERBX JES3 "OPTION=COW'

For a description of each segment see |Chapter 4, “JES3 Formatted Dump” 0n|

bage 149

Viewing JES3 Control Blocks

You can format JES3 control blocks using IPCS. Use the CBFORMAT subcommand
to format "online” single control blocks with the field name followed by the values in
the fields. See [*Viewing Specific JES3 Control Blocks Mappings Using IPCS” on|

|Qage 134_1|.

Types of Problems in JES3 and Associated Address Spaces

You experience problems in JES3 and associated address spaces in the following
general categories:

» JES3 address space performance problems

* Hangs in the JES3 address space

* Abends in the JES3 address space

* Miscellaneous JES3 problem areas

» JES3 system abends in the user address space
* Problems in the FSS address space

* Problems in the JES3DLOG address space

* Problems in the JESXCF address space

* Problems in the BDT address space

JES3 address space performance problems

4

The symptoms of JES3 address space performance problems include:
* High CPU usage by the address space

* Inquiry commands are not being responded to in a timely manner

* TSO logons are backing up

* Output processing slowdowns

* Poor job throughput

* System not connecting.

Documentation Required for Diagnosing Performance Problems
The following documentation is required for diagnosing JES3 address space
performance problems:

» JES3 Job Monitor Facility (JMF) output during problem and non-problem periods
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It is recommended that JMF be run periodically to establish a baseline of normal
performance. This is especially important following system maodifications. This
baseline can then be used as comparison reference point in respect to current
performance.

Dump/s created during the problem period

JESS initialization stream

RMF (Remote Measurement Facility) reports if problem isn’t centralized to JES3
DEV (Device Activity Report) to diagnose slow spool 1/O response time.

Debugging Performance Problems
* Obtain Job Monitor Facility (JMF) Output

Depending on the parameters specified and where it is run (global or local), the
following reports or SMF type 84 records can be generated:

— System report

— FCT and AWAIT report

— Spool data management report

— JESS control block utilization report

— Job analysis report

— Hot spot analysis report

— JESS function report

Interpret the Reports

A description of how to interpret each report is provided in [Chapter 6, “Reading a|

JMF Hard-Copy Report” on page 309}

Running JMF and suggested parameters
Example, on the global processor issue the following command:
*X JMF,TIME=10,SPOT=Y,WIDTH=100,DEBUG=Y,0UT=nnn,WTR=Y

Run JMF for 10 minutes (TIME=10), creating a HOT SPOT report (SPOT=Y) for
a 100 bytes of data within a CSECT (WIDTH=100), take a dump when it's
finished (DEBUG=Y), and send the report output to printer nnn (OUT=nnn,
WTR=Y).

If you run JMF on a local processor, SMF records are created, but a dump is not
taken. There are a number of parameters that can be used depending on the
nature of the problem. See [z/0S JES3 Command4 for a description of these
parameters.

Examining the dump.

Look for repetitious code paths in JES3 trace*

— Look for large gaps between JES3 trace entries*

— Look for FCTs not giving up control for long periods of time*

Note: * These conditions could indicate inefficient algorithms in the code. See
|“Format of Trace Tables and JES3 Diagnostic Facilities” on page 48| for
an explanation of JES3 trace entries.

— Compare JES3 dispatching priority to other address spaces in system.

If JES3 is defined lower than other non-system address spaces, there may
not be getting enough CPU time defined for JES3. This is a tuning situation,
not a code defect.
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Hangs in JES3 address space
The symptoms for system hangs in JES3 address space are:
* High CPU usage by JES3 address space
* No response to JES3 commands
* No JES3 messages being issued
* No job throughput

Hangs in JES3 address space requires you to take JES3 down by using the
FORCE command or by a re-IPL.

Documentation Required for Diagnosing Hangs
The following documentation is required for diagnosing JES3 address space hangs:

* Dump of JES3 (and JESXCF if running JES3 Release SP5.1.1 or higher)
* SYSLOG

Debugging Hangs in JES3 Address Space
* Examine SYSLOG for communication that was lost between JES3 and JESXCF
(IXZ messages) if running JES3 Release SP5.1.1 or higher.

Look at all IXZ messages. There are many types of communication failures and
the IXZ message is the most common failure message. For example:

IXZ0108E COMMUNICATION FROM xcfmember TO xcfmember2 HAS BEEN LOST, GROUP xcffgroup

* Examine SYSLOG for the most current processing up to the time when no
response occurs. This tells you what was the most recent functions executing.

* Examining the dump.
— Examine the JES3 nucleus task TCB (IATNUC).

Is the JES3 nucleus task in an MVS WAIT (ACTIVE PRB WLIC=00020001)?
If yes, where is it waiting and on whom? (use OPSW value to find out what
code is executing). The nucleus task cannnot be made to wait because of an
MVS WAIT, because this will cause the address space to stop functioning.
The only valid MVS WAIT that can be issued against JES3 is for the WAIT
FCT, which indicates that JES3 has no work to do.

— Examine the FCTs using IP VERBX JES3 'OPTION=FCT'.

Are there any FCTs that are not posted, but waiting for a specific JES3
response (such as for file directory entries or JSAM buffers)? These FCTs can
indicate a shortage or lockout condition if an FCT is not posted where it is
waiting. If this wait condition is not specified in the explanation of the await
reason code, find what code is in control from storage using the await return
address.

— Examine the JESS3 trace for loops in the FCTs running under the nucleus task
TCB. A loop is indicated by the same call and return sequence executing
repetitively . See [‘Format of Trace Tables and JES3 Diagnostic Facilities” on|
for an explanation of JES3 trace entries.

— Examine the system trace for interruptions in the JES3 nucleus TCB and look
for the same address range being executing repetitively.

— Look for system resource contention by issuing, IP ANALYZE RESOURCE (find
JES3). If the response to this command is "YES”, find out who holds the
resource that is needed?
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Abends in the JES3 Address Space

For JES3 address space abends, you should examine the following:
* User completion codes

» JES3DM abend codes

* System completion codes

Documentation Required to Diagnose ABENDS in the JES3

Address Space
The following documentation is required to diagnose abends in the JES3 address

space:
* A dump produced by JES3
* SYSLOG

Depending on the nature of the abend the following additional items may be
required:

* The JCL/joblog
e Your Initialization statements
 JES30UT

Debugging Abends in JES3 Address Space

* You should obtain abend information from the failsoft logout area located in
SYSLOG (IAT3713 messages) or by issuing the IP ST, or IP VERBX JES3
"OPTION=FSL' command for the dump. For example, the IP ST command results
in:

Dump Title: JES3 0S290 FLNO=001 WTR FCT=052AF150 S878-00000014
IN NOT JES3 PSW=070C1000815A6FB6 209/1717

» For user abend codes (JES3 errors encountered during initialization) and DM
abend codes (JES3 errors encountered under a DSP) see|z/0S JES3 Diagnosis|
for a description of the abend. The system action and programmer
response given in the abend code description may be sufficient for determining
the cause of the problem.

+ For system abend codes see [z/70S MVS System Codes|for a description of the
abend.

» JES3 does not always produce a dump when an abend occurs. The common
situations in which a dump is not taken are as follows:

— DM133 - JES3 abend code issued as a result of a FAIL command issued for a
DSP. A dump will not be taken unless the keyword "DUMP” is added to the
FAIL command.

— DM146 - A subtask request has abended. When JES3 is notified of the abend,
DM146 is issued and the DSP is terminated. No dump is taken because the
failing subtask should have called for a dump. Examine the messages in the
SYSLOG to identify the failure. If SYSLOG is not available and the problem
persists, set a SLIP on the JES3 completion code to get a dump. JES3
completion codes are considered user completion codes to the MVS (for
example, completion code, DM133 to JES3 is U085 to MVS).

* Abends in the JES3 address space and other address spaces can be
suppressed through Dump Analysis Elimination (DAE). If a dump is not produced,
check to see if DAE has suppressed it. If yes, find out when the dump took place
and how often it occurred.

* Examining a dump regardless of abend type:

For a high level path taken through code leading up to abend issue the following
IPCS command and examine the output from the command as illustrated below:
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IP VERBX JES3 'OPTION=FSL'

/bATE = 1998126 TIME = 184552 JES3  0S130
JES3 FAILURE NUMBER = 0015 FAILED DM722
FAILURE REASON CODE = 00000000
FAILURE EXPLANATION: MESSAGE NUMBER = IAT3751
THE VALIDATION FIELD (VALID) IN THE DATA BUFFER JUST......
INPUT FOR A MULTI RECORD FILE DOES NOT MATCH THE .........
VALID IN THE JES3SDM FILE DIRECTORY (FD).evvvvviiinninnnnnnnnnnnnenns
ACTIVE FCT = NJESND DEVICE = AGO003S1 FCT FAILURE NO = 0001
JOB NAME = TCPNET JOB NUMBER = JOB10536
MODULE = IATDMDT -NUC MOD BASE = 1EAIA398 DISP = QOOEBE
APAR NUMBER = PTF NUMBER = SP130
CALLING SEQUENCE (HIGHEST LEVEL MODULE LISTED LAST)
MODULE = IATNTSD . . . . . . MOD BASE = 1F90B776  DISP = 0006E6
APAR NUMBER = PTF NUMBER = SP521
PSW AT TIME OF FAILURE 071C0000 800141B4 ILC 02
THE FAILING INSTRUCTION ID 0AOD
REGISTERS AT TIME OF FAILURE
REGS 0-3 00000000 000002D2  1EA1B174  0000034B
REGS 4 -7 1F036370  7F41500C 00000000  9EAIAEA6
REGS 8 - 11 1FE091BO  9EAIAF9A 1EA1AE28 1F3E8DDE8
\‘REGS 12 - 15 1EA01000 1FE09198 800141B0 1EA25B82

Figure 1. IP VERBX JES3 'OPTION=FSL’ - Example

For a lower level path taken through code that leads to an abend, examine the
JES3 trace. Obtain fctaddr from IP ST results:

Dump title: JES3 0S130 FLNO=015 NJESND FCTA=1F3E8DE8 DM722

Issue the command:
IP VERBX JES3 'OPTION=TRC,FCT=address from FCTA'

The results are illustrated below:

4 N

NJESND ~ TYP=CALL MOD=IATGRSV ~ FCT=1F3E8DE8 TOD=184154-327315 1D=0028 TCB=006EOE88 FAILDSP
1FE09198 O9EA1B256 00014070 1F3E8DE6 000002D2 1EA1B174 0000034E 1F036370
7F41500C 00000000 9EA1AEA6 1FE091BO 9EAIAF9A 1EAIAE28 1F3E8DE6  1EA01000

NJESND ~ TYP=RETURN MOD=IATGRSV ~ FCT=1F3E8DE8 TOD=184154-327312 1D=0029 TCB=006EOE88 IATDMDT+00CE4
1FE09196 1EAIBO7C 00000010 000002D2 000000000 00000001 1EA95E9C 1FE091BO
000002D2 00000001 9EAIAEA6 7F416000 9EAIAF9A 1EA1E56A 1F3ESDES 1EA01000

NJESND ~ TYP=RETURN MOD=IATGRSV ~ FCT=1F3E8DE8 TOD=184154-327311 1D=0029 TCB=006EOE88 IATDMNC+0162E
1FE09198 1EALIE7A6 00000000 00000000 00000000 7F82CA10 00000600 7F82C9A0
00000000 00000000 9EAIAEA6 7F416000 9EAIAF9A 1EA1F174 1F3ESDES 1EA01000

NJESND ~ TYP=CALL MOD=IATGRSV ~ FCT=1F3E8DE8 TOD=184154-327392 1D=0028 TCB=006EOQE88 APUTBUF
1FE09198 9EA1E7A6 1EA1F174 7F41600C 00000000 7E14600C 1EA95E92 1F9091B0

S 000002D2 00000010 9EAIAEA6 7F416000 9EAIAF9A 1EALE56A 1F3E8DE6 1EA01000 )

* When examining the JES3 trace table the most recent entry appears first in the
list of entries. You can map out the calling sequence to determine the path
through the code that was taken. From the example above:

1. A CALL was issued from IATDMNC+0162E to the APUTBUF macro and
RETURNed.

2. IATDMNC then RETURNed to whoever called it. In this case IATDMDT+CEZ2.
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3. IATDMDT recognized that an error occurred of some nature (RO return
contains 000002D2, hex value for 722).

4. |IATDMDT will issue a CALL to the FAILSOFT macro to take a dump.
* Format of a JES3 Event Trace Table.

See ['Format of Trace Tables and JES3 Diagnostic Facilities” on page 48| for a
description of trace table events. A trace event can include the following
information:

— FCT active when trace was taken

— A Descriptor identifying the function being traced (call, return, etc.)
— Name of module issuing the trace

— Address of active FCT

— Time stamp

— ldentification number

- TCB

— In addition, an event can include registers at the time the trace was taken,
error information, and pertinent function information.

4 N
EXAMPLE :
NJSEND TYP=CALL MOD=IATGRSV FCT=1F3E8DE8 TOD=184154-327292 1D=0028 TCB=006EOE88 APUTBUF
1FE09198 9EALE7A6 1EA1F174 7F41600C 00000000 7F41600C 1EA95E9C 1FE091BO
000002D2 00000010 9EA1AEA6 7F416000 9EALAF9A 1EA1E56A 1F3ESDE8  1EA01000
where:
FCT active time of trace: NJESND
Descriptor identifying function: CALL
Name of mod issuing trace: IATGRSV
Address of active FCT: 1F3E8DES
Time stamp: 184154-327292 (6:41:54 pm)
Identification number: 28
TCB: 006EOEB8
What was being executed: APUTBUF
The remainder:
1FE09198 R13 from calling routine (usually data CSECT)
9EA1E7A6 Return address ( routine issuing APUTBUF)
1EALF174 Entry point to called routine (APUTBUF)
Y 7F41600C - > 7F416000 RO - R12 of calling routine Y

* The JESS3 trace provides the footprints the function took through the code. The
registers provide the storage addresses of the control blocks used by the
function. Use CBF (control block format) to format the pertinent control blocks
used by the function. For many DM abends |z/OS JES3 Diagnosis Reference|
provides tips and hints of what control blocks to examine to determine the cause
of the abend.

Miscellaneous JES3 Problem Areas

The miscellaneous JES3 probems areas are:
* Initialization problems

* CJ/I Problems

* MDS Problems

* GMS problems

* DJC problems
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* Output service problems
* Communications problems with remotes

Initialization Problems

You can approach initialization problems as follows:

* Obtain contents of JES30UT dataset and look for error messages issued during
initialization. Determine if changes were made to the initialization deck since the
last restart was flagged.

* If initialization completes you can use DUMPCORE to display the intermediate
text and initialization checkpoint records.

» If an abend is issued follow the same procedures as defined under "Abends in
the JES3 Address Space”.

 If the cause of the error cannot be determined from an analysis of JES30OUT, use
the INTDEBUG facility by placing a INTDEBUG card in the initialization deck
statement preceding the point where the error message occurs in the JES30OUT
contents. See JES3 Initialization and Tuning Reference for specific syntax. This is
only valid on restarts that read the initialization stream (cold, warm, hot/refresh).

Note: When modifying the JES3 initialization stream you should always run the
JES3 initialization stream checker.

Converter/Interpreter (C/I) Problems

« If a job is failing converter/interpreter and the reason cannot be determined from
an examination of the joblog, rerun the job inserting the following JECL (JES3
control statements):

Note: JECL is invalid for started tasks.

/IMYJOB JOB  etc.
/*PROCESS ClI
DEBUG=ALL
/PROCESS CBPRNT
/FPROCESS MAIN
/FPROCESS CBPRNT
/PROCESS OUTSERV
/IOUTI OUTPUT etc.

An examination of the control blocks will be required

e If ajob is hung in CI (*1,J,=xx,W or *I,A,D=CI), examine the FCT associated with
the function using DUMPCORE. If the FCT is waiting for a C/I or locate subtask
you will need to take a dump to determine what the subtask is doing.

MDS (Main Device Scheduling) Problems
Approach MDS problems as follows:

» If an inquiry on a job indicates that it is stuck on an MDS queue (*I,S,A,J -
allocate, unavailable, error, restart):

— issue *I,S,V=VOLSER,E
— issue *I,S,DE=DSN
— issue *CALL,DISPLAY,J=xx
— issue *S DC,OPTION=SNP (to get the JSTs and the resqueue)
— issue *S DC.OPTION=SYS or STU or STN or MDS or VLM
« If an inquiry on a job indicates that it is stuck on the system select queue:
— issue *1,S,SS,J=xx
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— issue D SMS,SG(xx),LISTVOL - then talk to SMS

» If necessary, rerun the job adding C/I debug statements (see C/I above for
instructions).

Note: Often problems with jobs getting stuck in MDS, failing, or failing execution is
a result of C/I processing.

GMS (Generalized Main Scheduling) Problems
Problem - Job stuck in GMS select.

* Issue*l,J=xx,W - what is job waiting for?
» Enter the following comands on each main:
— *,G,main-name,G (inquiry on GROUP status)
— *,G,main-name,S (inquiry on SELECT mode options)
— *,G,main-name,C (inquiry on CLASS status)
* Get a display listing for job in question:
— Issue *CALL,DISPLAY,J=xx

* If more details regarding GMS is required use DUMPCORE with OPTION=GMS
or MPC

Note: The typical cause of GMS problems is not enough initiators available for the
job class group.

DJC (Dependent Job Control) Problems
Problem - DJC net job not executing as expected:

* Execute command to obtain DISPLAY DJC output.
*CALL,DISPDJC,OUT=nnn.NET=xxx

Where: nnn is the printer to be used
xxx is the name of the network to be displayed

» Typical cause - A job may have abnormally terminated and did not have an
ABCMP statement in the JCL

Output Service Problems
Problem - Job stuck in output service.

* Use DUMPCORE to obtain the job’s output service related control blocks:
— *S,DC,OPTION=(SNP),J=jobnum - OSEs, JDSs, resqueue

— If running R3 and up, also run DUMPCORE including the DIAG keyword on
the command to obtain formatted OSEs. See ['Displaying Output Scheduling
[Elements (OSEs) for a Job” on page 41| for a description of the contents.

Problem - Output not printing as expected.

* Turn on diagnostic mode when starting the writer (*START,wtr,D). This will
provide additional message IAT7060 during output service processing. See
|“Output Service Diagnostic Mode” on page 105| for a description of the contents.

Communication Problems with Remote Connections
Approach communication problems with remote connections as follows:

* BSC RJP problems:

— Run the RIPSNPS service aid during a failure transmission sequence. Issue
*CALL,RIPSNPS or *START,RIPSNPS

* SNA RJP problems:
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— Turn on SNA RJP trace facility for the failing line. Issue
*START,SNARJP, T=wsname, TRACEON

— Turn on VTAM GTF trace for the failing LU. Use the CID specified in the logon
message and trace LU and NCP buffers. See [‘Communication Traces” on|
‘page 62

for a description of the traces.

JES3 System Abends in User Address Space

The following describes debugging system abends issued from JES3 modules
running under control of user address space (ABEND1FB, ABENDG6FB, etc.).

Documentation Required for JES3 System Abends in User

Address Space

The documentation required for diagnosis of JES3 system abends in user address
spaces is:

» System created dump

* Syslog

Debugging System Abends
+ Obtain abend code from dump or syslog and examine [z/0S JES3 Diagnosis|

Referencd for explanation.

* Examine TCB, RB, SVRB, linkage stack structure, and save area chains
associated with failing task. Use OPSWs and WLICs to see what path was taken
leading up to abend.

* Examine system trace for trace entries leading up to abend. Search for *RCVY to
find where abend occurred in most cases.

* Examine code up to point of failure.

Problems in the FSS Address Space

The FSS (Functional SubSystem) is a separate address space which can be used
in a JES3 environment to offload converter/interpreter or writer functions from the
global. The use of FSS allows installations to use products such as PSF to drive
printers in a JES3 environment.

FSS Problems - C/l or WTR

There is a variety of problems that can occur in either kind of FSS. Most should be
treated like any other JES3 problem with the exception that we are dealing with a
separate address space. The types of problems are:

* DM or system abends

* Hangs

» Lost connection messages from JESXCF
* Printers not picking up work

Documentation Required for FSS Problems
The documentation required for diagnosis of FSS problems is:

* Dump of JES3 and FSS address space (include JESXCF if running JES3 5.1.1
or higher)

* Syslog

Debugging FSS Problems

* For abends - follow the same procedure as with a JES3 dump. There is one
difference - to obtain the FSS trace table issue:
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IP VERBX JES3 'ASID=xxx,0OPTION=yyy’ or
'FSSNAME=xxx,OPTION=yyy’

Look at the last FSS entry in the table and compare it to what the JES3 trace
table activity for the FSS FCT shows. See [‘Format of a Functional Subsystem|
|(FSS) Address Space Trace Table” on page 59| for a description of a FSS event
ID table and explanation of FSS events.

» For hangs or if a printer is not printing:
— Examine the FSS/FSA table status flags , issue:

IP VERBX JES3 'OPTION=FSS’

— Examine the JES3 FCT activity associated with the FSS. Is it waiting for a
post from the address space?

* With WTR FSSs there is the FSS application to consider as well (such as PSF,
Printway, etc.). For WTRs additional diagnostic information can be obtained by
turning on diagnostics when calling, starting, or restarting the writer by adding D
to the command. This will cause an additional messages with diagnostic
information to be issued. See [‘Output Service Diagnostic Mode” on page 105| for
an explanation of the message contents.

» If a C/l FSS hangs because of a minimal spool condition, and it is defined (or
was modified with) TERM=YES, it will not be possible to automatically bring it
down by ending the global address space. Therefore exercise care when
restarting JES3 during a minimal spool condition.

Problems in the JES3DLOG Address Space

The JES3DLOG address space was introduced in Release 5.2.1 as a means of
tracking all message activity in a sysplex in the JES3 format. It is a separate
address space that uses an MCS extended console. Installations can choose
JES3DLOG or Operlog. JES3DLOG problems are indicated by:

» External symptoms similar to JES3 such as:
— Performance - high CPU usage
— Hangs

* DLOG suspend/alert conditions

* Missing DLOG messages

Documentation Required for JES3DLOG Problems

The following documentation is required for diagnosing JES3DLOG problems:

* Dump of JES3DLOG address space and the data space associated with the
Consoles asid that is created for DLOG.

JOBNAME=(CONSOLE,JES3DLOG),DSPNAME=('console’.ieam*).

Explanation: DLOG will obtain MDBs (message data blocks) from the consoles
data space to create the messages it will put in the log.

Debugging JES3DLOG Problems

* DLOG has an alert mechanism that will signal when it reaches its maximum
message or dataspace limitation (messages will be issued). In many cases the
alerts will be relieved internally. If not, it indicates a problem. DLOG will save
trace events for startup/termination, suspend/alert conditions, abnormal
termination , and resmgr within its address space.

* Issue an inquiry (*1,0,DLOG) to obtain what JES3 believes to be the status of the
asid. JES3 message IAT7000 provides a lengthy explanation.
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* An examination of the TCB structure and the data being accessed in the console
dataspace may be necessary if the trace table does not indicate a specific
problem.

* If messages missing from JES3DLOG are not displayed on the console, then
console support needs to to contacted.

Problems in the JESXCF Address Space

JES3 support for JESXCF was introduced in Release 5.1.1. It acts as a
communication vehicle between all the address spaces in a complex. JESXCF uses
XCF and a coupling facility or CTCs for communication. If an installation is running
JES3 5.1.1 or higher, then JESXCF exists. Often JESXCF problems will manifest
themselves as a problem with another address space. For this reason it is important
to dump JESXCF and its dataspaces even when it is not apparent that JESXCF is
involved. There is a JESXCF address space on each processor. JESXCF problems
are indicated by JESXCF abends and communication failures.

Documentation Required for JESCXF Problems
The following documentation is required for diagnosing JESXCF problems:

* Dump of JESXCF address space including its dataspaces for each processor
(unless the system has created a dump).

» Depending on the nature of the problem XCF may be required.
* Syslog.

Debugging JESXCF Problems

» JESXCF code is delivered with the Userexit and Flow component traces active:
these traces need to be left active for debugging purposes.

* |P VERBX JESXCF provides control block information about the mailboxes
defined for members in the sysplex. For communication failures, examine the
formatted transport buffers.

— Examine head/tail pointers. If the tail value is high it may indicate an
accumulation of messages which is an indication of lost transport buffers.

* JESXCF is shipped Object Code Only (OCO). Level 2 Support will need to
examine the documentation to determine the cause of the problem.

Problems in the BDT Address Space

14

BDT is a mechanism for transferring data (sysout or jobs) between nodes using
SNANJE or File-to-File Transfer. Installations can choose whether or not to use
BDT. BDT problems are indicated by BDxxx abends, system abends, and hangs.

Note: Often a problem will externally look like a BDT problem, but internally it will
be a result of a VTAM problem. A thorough understanding of the messages
received is required for an accurate diagnosis.

Documentation Required for BDT Problems
The following documentation is required for diagnosing BDT problems:

* For BDxxx and system abends
— Dump provided
— Syslog

* For Hangs
— Dump of sending system and JES (if using SNANJE)
— Dump of receiving system and JES (if using SNANJE)
— Syslog
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— VTAM traces

Debugging BDT Problems

» For BDxxx abends, examine BDT Messages and Codes for an explanation of the
abend. The information provided may be sufficient for determining the cause of
the problem.

» To format the BDT address space issue one of the following:

IP SUMMARY FORMAT JOBNAME(jobname)
where: jobname is the name of the BDT job
(OR)
IP SUMMARY FORMAT ASIDLIST(xxx)
(OR)
IP TCBX BDTABPR TCBxxxB
where: xxx is the decimal value of the BDT ASID

— If the TCBX fails, you are missing the formatter. In SYS1.PARMLIB member
BLSCECT you need to INCLUDE the following TCB exit:

'EXIT EP(BDTABPR) FORMAT(TCB) AMASK(X'00FFFFFF)/*BDT’

— Examine the FCT chain for the failing function (format similar to JES3 FCT
chain)

* Hangs
— Examine BDT and VTAM messages in each syslog
- For nodes in question - is one unavailable?

- If message BDT9311 exists BDT may not be hung. JES3 may have not told
it that there is work available. Examine the JES3 dump.

— Determine if there is work available for BDT from JES3. Issue JES3 inquiry:
*.U,J=?,Q=BDT,BS=?,H=?,BG="?

Note: BS status can indicate what is happening.

Typical JES3 Problems and Their Resolutions

The following section discusses how to identify a problem with JES3 and gives a
suggested solution to the problem.

Shortage of JES3 Job Numbers

Problem Description:

An indication of a shortage of job numbers in your installation is a backlog of jobs
which will eventually affect the performance of your installation. If your installation
has experienced a shortage of job numbers, messages such as IAT6192, IAT4075,
and IAT9126 may be issued. These messages are retained by the action message
retention facility. Scan the messages on the action message retention queue to
determine if any of these messages were retained on the message queue.

Suggested Resolution:
The situation may be eased by one of the following:

» Cancelling some jobs.
» Locating the bottleneck of jobs in your installation.
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Suggested Changes for Temporary Fix:

In an installation, jobs usually become backlogged while waiting to be processed by
Cl, MAIN, OUTSERYV, and NJESND. Issue an *INQUIRY,B or

*INQUIRY,Q,D=dspname command to determine the jobs that are waiting to be
processed by the Cl, MAIN, OUTSERYV, and NJESND DSPs. Refer to|z/0S JES3
for more information on this command. The maximum number of jobs

active under any particular DSP is dependent on the installation. Each installation
must determine the maximum number of jobs that can run under a particular DSP.

If a bottleneck of jobs exists in output service, either:

» Cancel some jobs by issuing a *MODIFY,J=jobno,C or
*MODIFY,J=jobname,C,N=ALL command.

» Cancel output data sets from the HOLD queue by issuing a
*MODIFY,U,Q=queue {JAGE|DAGE} command.

* Change the printer requirements for the job. Issue a *MODIFY,U,Q=WTR
command to change the printing requirements for the job.

Refer to |z/0S JES3 Commands|for more information.

If there is a bottleneck of jobs waiting to be processed by the NJESND DSP,
ensure:

* The BSC lines are active. Issue an *INQUIRY,NJE command to display the status
of the lines defined to your node.

* The lines are not hung. Issue an *INQUIRY,NJE,NODE=nodename,LINE
command to determine the status of the lines defined to your node.

* That a large job is not tying up the line. Issue an *INQUIRY,A,D=NJESND
command to display the amount of time that the job has used to transmit a job. If
too much time has been taken to transmit the job, issue either:

— *R,dspname to terminate the job and requeue it to the DSP or
— *C,dspname to terminate the job and place it in operator hold.

Suggested Changes for Next Restart:

To prevent a shortage of job numbers in the future, check the JOBNO parameter on
the OPTIONS initialization statement. Allocate enough direct-access space to
accommodate your installation’s working data set for JCT records. (See[z/0S JES]
initialization and Tuning Guide|for more information on determining the size of the
JCT)

Misrouted Messages

16

Problem Description:

Because JES3 has a complex method of routing messages, some messages issued
in your installation may not appear where you expect. JES3 messages are issued
by using information specified on a JES3 MESSAGE macro. JES3 converts the
message macro into a WTO and the destination class into MVS routing codes. The
message processing facility (MPF) can change, add, or delete the routing codes
specified on the message macro.

Suggested Resolution:

You can use the Generalized Trace Facility (GTF) to gather information to help
diagnose where your system is routing messages for display. GTF intercepts
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requests to route messages from JES3 and MVS and records information for the
request. Refer to|z/0S JES3 Customizatior] for additional information on using GTF
in JES3.

Job Related Diagnosis

This topic discusses the statements used to invoke the diagnostic facilities and
commands that you can use to obtain information when JES3 is active.

The system can supply you with information that is gathered while the installation is
experiencing a problem. However, sometimes it can be necessary to recreate the
problem and collect additional information. This information can help diagnose
problems the installation is experiencing.

Whenever JES3 is active, commands can be entered from a console to obtain
diagnostic information. Use the commands in to obtain information that will
help you:

* |dentify the functional area where JES3 might be experiencing a problem.

» Obtain additional information while recreating a JES3 problem. You can use the
information obtained using the commands in this section and the information in
the formatted dump to diagnose the problem.

After you have identified the functional area that might be experiencing a problem,
use the commands in to obtain information specific to that functional area.

For more information about the commands used in[Table 1| and[Table 2, see|z/09
VES3 Commands]

Table 1. Commands Used to Obtain General JES3 Diagnostic Information

Refer to the following
sections in this book or use
If you want to: command specified:

stop the processing of a JES3 FCT Dump
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Job Related Diagnosis

Table 1. Commands Used to Obtain General JES3 Diagnostic Information (continued)

If you want to:

Refer to the following
sections in this book or use
command specified:

obtain

contained
ina
control
block or
storage

CLASS (Job Class Table)

informationCSA (Common Service Area)

DJST (Dynamic Job Summary Table)
DYNAL (DYNAL FCT Data Areas)
EXRESC (Execution Resource Table)
FCT (Function Control Table)

FSS (Function Subsystem Tables)
GRPTBL (Job Class Group Table)
ICP (Initialization Checkpoint Record)
IDD (C/Il DSP Data Area)

IJS (Intermediate Job Summary Table)
ITX (Intermediate Text)

JBT/TAT/JOBTAT(Job Track Allocation Table)

JCT (Job Control Table)

JDAB (Job Data Accounting Block)
JDS (Job Data Control Block)

JNCB (DJC JOBNET Control Blocks)
JQE (Job Queue Element)

JSQ (Job Select Queue Element)
JST (Job Summary Table)

JVT (Job Volume Table)

LRS (Locate Response Table)

LVS (Locate Table Entries)

MEM (JES3 Memory Usage Table)
MPC (Main Processor Control Table)
NUC (JES3 Nucleus)

OSE/MOSE (Output Scheduling Element)
PCAT (Pass/Catalog Table)
RQ/RESQ (Resident Job Queue Table)
SDA (Statistics Data Area)

STN (SETNAMES Table)

STT (Single Track Table)

STU (SETUNITS Table)

SUP (SUPUNITS Table)

SWA Control Blocks

SYS (SYSUNITS Table)

TRC (JES3 Trace Tables)

VLM (SETVOL and SETDSN Tables)

Dump

Dump

Control Block Print

Dump

Dump

Dump

Dump

Dump

Dump

C/I Debug Facility

C/l Debug Facility

Dump

Control Block Print, Dump
Control Block Print, Dump
Control Block Print, Dump
Control Block Print, Dump
Dump

Dump

Dump

Control Block Print, Dump
Control Block Print, Dump
C/I Debug Facility

Dump

Dump

Dump

Dump

Dump, Control Block Print
C/I Debug Facility

Dump, Control Block Print
Dump

Dump

Dump

Dump

Dump

Dump

Dump

C/I Debug Facility

Dump
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Job Related Diagnosis

Table 1. Commands Used to Obtain General JES3 Diagnostic Information (continued)

Refer to the following
sections in this book or use

If you want to: command specified:
obtain display information for a specific job *CALL,DISPLAY or
job- *INQUIRY,J
irsfla:?nd i mdisplay the status of jobs being processed by
ormation 5 particular or all JES3 DSPs *INQUIRY,A
display the status of jobs on a specific or on
all processors *INQUIRY,A
display a summary of jobs in the queue, by
JES3 function *INQUIRY,B
obtain the status of a particular job including
why the job is waiting to be scheduled and
how long the job has been active or waiting to
be scheduled *INQUIRY,J

obtain information on a single or all jobs on
the JES3 job queue

*CALL,DISPLAY or INQUIRY,Q

display information for jobs which have
allocated spool space

*CALL,DISPLAY or *INQUIRY,Q

display information for DJC network and jobs |*INQUIRY,N

within DJC networks Display DJC Network
select events that JES3 traces JES3 Trace
display portions of storage Dump
display a particular spool record Dump

determine the devices JES3 allocated to a job

DISPLAY, C/I Debug
Facility, or JSTTEST Facility

obtain information for a specific module

*INQUIRY,X or Dump

obtain DSP related information

*INQUIRY,X

Use the commands in the following table to obtain diagnostic information for a
particular JES3 functional area. For more information about using these commands,

refer to|z/0S JES3 Commands|

Table 2. Commands Used to Obtain Additional Information for a Functional Area

If you want to obtain more information for:

Refer to the following
sections in this book or use
commands specified:

Initialization | force a storage dump when JES3
and you encounters an error while initializing the
want to: global

INTDEBUG (Refer to |z/O§

JES3 Initialization and Tuning|

Guidg for more information.)

gather statistics that were recorded during
JESS initialization.

Dump
(*START,DC,OPTION=SDA)

display the configuration information that
JES3 created from the initialization
statements that were processed

Dump
(*START,DC,OPTION=ITX,ICP)
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Table 2. Commands Used to Obtain Additional Information for a Functional Area (continued)

If you want to obtain more information for:

Refer to the following

sections in this book or use

commands specified:

Input obtain a list of interpreted JCL for a job
Service and |processed by the MVS converter
you want to: |interpreter JCLTEST Facility
display control blocks or storage related
to input service:
FRP (format parameter buffer) Control Block Print, Dump
IRA (internal reader anchor block) Dump
IRE (internal reader element) Dump
C/l and you |display control blocks or storage related
want to: to C/lI:
FSS-Functional Subsystem Table Entries |C/I Debug Facility
IDD C/I Debug Facility
1JS C/l Debug Facility
JST C/l Debug Facil., CBPRNT, DC
JVT C/I Debug Facil., CBPRNT, DC
LRS C/I Debug Facility
LVS C/I Debug Facility
PCAT C/l Debug Facility
SWA control blocks C/l Debug Facility, CBPRNT
display the status of a procedure library *INQUIRY,PROCLIB=
display information for a Cl FSS *INQUIRY,F
display why a job is not being scheduled *INQUIRY,J
for C/I
Main Device |display a list of the devices JES3 has
Scheduling | allocated to a job JSTTEST Facility
and you .
t tor display control blocks related to
want to: main device scheduling
JST Control Block Print
MDS (Main Device Scheduler Area) Dump
STN (SETNAMES Table) Dump
STU (SETUNITS Table) Dump
SYS (SYSUNITs Table) Dump
VLM (SETVOL/SETDSN Tables) Dump
display why a job is waiting in MDS *INQUIRY,J and
processing *INQUIRY,S,A,J=
display a summary of the jobs in MDS
allocation processing and why they are
waiting *INQUIRY,S,A,SUMM
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Table 2. Commands Used to Obtain Additional Information for a Functional Area (continued)

If you want to obtain more information for:

Refer to the following
sections in this book or use
commands specified:

Output display jobs that originate from a
Service and |designated device group *INQUIRY,B
you want to: display information for a WTR FSS *INQUIRY,F
display control blocks or storage
related to output service:
FSS-Functional Subsystem Table Entries | Dump
MOSE (Master OSE and OSS) Dump, Control Block Print
OSE (Disk Resident OSE) Dump, Control Block Print
PPQ/PDQ-Pipeline Writer Control Blocks |Dump
WTR (Writer Data Area) Output Service Diagnostic
Mode
Consoles trace information for misrouted messages | Generalized Trace Facility
\?vr;ityt%'l display console status information *INQUIRY,O and *INQUIRY,D
display outstanding action messages MVS Commands:
D R and D CONSOLES
display message routing information *INQUIRY,M , *INQUIRY,O
and D CONSOLES
display status of console buffers *INQUIRY,C,C
Networking | obtain information for a node that uses Network Log Facility
and you BSC protocols
want to: display control blocks or storage related
to networking:
NJE (networking node table) Dump
display the status of all networking nodes
and lines *INQUIRY,NJE
inquire about output destined for other NJE
nodes *INQUIRY,U,Q=BDT
Spool and display control blocks or storage related
you want to: [to spool:

JBT (job track allocation table)
JDS (job data sets)
JIO (spool related control blocks)

Dump, Control Block Print
Dump, Control Block Print
Dump

display information for spool partitions

*INQUIRY,C and *INQUIRY,Q

display information for JSAM spool buffers

*INQUIRY,C

display information for spool data sets

*INQUIRY,Q

display information for allocated spool
space

*INQUIRY,Q and DISPLAY

display a summary of records that are in
the Single Track Table (STT) or dump the
contents of all records or specific records

*START,DC,OPTION=STT

display the contents of a spool record

*START,DC,SPADDR=
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Table 2. Commands Used to Obtain Additional Information for a Functional Area (continued)

Refer to the following
sections in this book or use
If you want to obtain more information for: commands specified:

Remote Job |display control blocks or
Workstations | storage related to RJP workstations:

and you

want to: RJP-resident RJP line, terminal tables Dump
WSB-resident workstation block Dump
display the status of a BSC or SNA RJP *INQUIRY,D,T=
workstation
display BSC line information *INQUIRY,T

Control Block Print DSP (CBPRNT)

CBPRNT prints JES3 and MVS control blocks to the CBPRNT data set. CBPRNT
prints the data set when the job ends.

To use the facility, you should:
1. Determine the control blocks you require to diagnose the problem.
2. Use the following list to identify the control blocks you can request:
* The TAT, JDAB, PARM, JDS, FRP, or the RESQ, after any scheduler
element.
e The JVT, JST, or the SWA control blocks, after the CI or a subsequent
scheduler element.
e The MOSE, after the OUTSERV scheduler element.
3. Place a /*"PROCESS CBPRNT statement after the scheduler element that
creates the desired control block.

If a /FPROCESS CBPRNT statement is placed at the beginning of the job,
CBPRNT prints all the control blocks associated with the job’s scheduler
elements.

Converter/Interpreter Debug Facility

22

The converter/interpreter debug facility provides additional parameters that you can
specify on the /*PROCESS CI statement used to create a non-standard job.

Consider the following when using this diagnostic facility:

» Errors in the DEBUG statement inhibit the converter/interpreter debug facility for
the job. JES3 will not flush the job from the system.

* You should include a //*PROCESS OUTSERYV statement with this job to insure
that the debug output will be printed.

The syntax for using DEBUG and CLASS statements for the C/I Debug Facility
follows:

//*PROCESS CI
followed by (on a separate statement) and preceded by a blank
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Converter/Interpreter Debug Facility

»»>—blank

DEBUG=

A\
A

CLASS=class ,—DEBUG=——cbname

cbname
\I, l—,CLASS=class—|

Y _cbname

LY _cbname

Note: The DEBUG or CLASS parameter must start on a new line following the
[I*PROCESS CI statement and a blank must precede the first parameter you

specify.
DEBUG=cbname

Identifies the one or more control blocks to be printed. You must separate the
control blocks by a comma if you specify more than one control block.

cbname

LOC

JST
JVT
COMP

SWB
PCAT
1JS
CKPT

ALL
CLASS

converter/interpreter debug facility will print the:

Locate table (LVS) entries as they are built and the Locate
Response Area (LRS).

Job summary table (JST) entries as they are built.
Job volume table (JVT) entries as they are built.

MVS control blocks as they are read and the compatibility
interface records as they are referenced. Control blocks are the
JCT, ACT, SCT, SIOT, and JFCB. Compatibility interface records
are the JES3 job level, step level, and DD level records (JBL,
STP, DDL).

Scheduler work blocks after processing is complete.
Pass/catalog entries as they are built.
Intermediate job summary table (1JS) entries as they are built.

Checkpointed buffers for any of the specified options. This
provides the final contents of the control blocks.

All the previously listed control blocks.

Allows the user to assign a JES3 message class to the DEBUG data set for a
job. The class must be a single alphabetic (A through Z) or a numeric (0
through 9) character. It can either precede or follow the DEBUG=keyword and
must be separated by a comma.

If you do not specify the message class for the converter/interpreter debug
facility, JES3 uses the message class specified by the DBGCLASS parameter
on the STANDARDS initialization statement.

The following examples show correct and incorrect ways to specifiy the DEBUG
control statement:
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— Correct and Incorrect DEBUG statements
VALID

DEBUG=ALL
DEBUG=ALL,CLASS=M
DEBUG=1JS,JST,JVT,CLASS=C
CLASS=4,DEBUG=ALL

NOT VALID

DEBUG=ANY
CLASS=+,DEBUG=ALL
DEBUG=(IJS,JST),CLASS=E

JCLTEST Facility

The JCLTEST facility generates a listing of interpreted JCL that has been processed
by the MVS converter interpreter. You can use this listing to verify JCL results
before allowing further processing of the job.

If you specify the PGM=JCLTEST parameter on an EXEC statement, JES3 stops
processing the job when it completes converter/interpreter processing; the job is not
scheduled for execution. The JCL and any applicable diagnostic messages are then
printed.

If you want to use JCLTEST for a deferred-restart job, you must specify
PGM=JCLTEST on the EXEC statement located after the one for the step names
on the RESTART parameter of the JOB statement.

The output from the JCLTEST facility is a listing of interpreted JCL. The JCL below
runs the JCLTEST facility.

// EXEC PGM=JCLTEST

JSTTEST Facility (Print JCL Allocation Decisions)

24

The JSTTEST facility allows you to obtain summary information that describes the
resources required by a job in order to execute.

If you specify the PGM=JSTTEST parameter on an EXEC statement, JES3 uses
the job’s Job Summary Table (JST) to produce a summary of the devices that
should be allocated to your job. JES3 then stops processing the job when it
completes converter/interpreter processing; the job is not scheduled for execution.
The JCL and JSTTEST output are then printed.

An example of output from the JSTTEST facility is included in the following. The
JCL to run the facility is illustrated below:

//stepname EXEC PGM=JSTTEST

The JSTTEST facility uses the information in the job summary table (JST) to obtain
information for the messages that describe the allocation decisions made during CI.
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Sets of messages are written to the JESMSG data set. The first set of messages
describes the job step of the job. The information that describes a job step is the:

* step name
* procedure name
* step number

The second set of messages describes the job’s data sets defined by the DD
statements. The information generaled by JSTTEST for a data set is the:

* ddname of each DD statement

* names of the devices

* setup status of the devices

» disposition and share status of the devices
» scratch status of each device

» device type (disk, tape, unit, or graphic)

* ring requirement (tape only)

» first 20 characters of the data set name
 serial of the first volume

» ddname of any explicit backwards reference that appears on the DD statement

To invoke the JSTTEST facility, enter the JCL statements in the job stream in place

of one of the job’s actual EXEC statements:

To use JSTTEST for a deferred-restart job, place the EXEC statement for JSTTEST
so that it replaces one of the EXEC statements after the one for the step named on

the RESTART parameter of the JOB statement.

Below is sample JCL used to invoke the JSTTEST facility for JES3-managed
devices:

~ ™
//TESTCS  JOB  MSGCLASS=A,MSGLEVEL=(1,1)
//*PROCESS CI
DEBUG=1JS,JST
//*PROCESS MAIN
//*PROCESS OUTSERV
//STEP1  EXEC  PGM=JSTTEST
//DD1 DD  DSN=DATA.ONE,DISP=0LD,UNIT=3380
//DD2 DD  DSN=DUMMY.DS,DISP=0LD
o J
Output generated from the JSTTEST facility using the sample JCL:
4 N\
IAT6140 JOB ORIGIN FROM GROUP=LOCAL , DSP=CR , DEVICE RDRO12, 012
14:51:41 T1AT4802 ATTEMPTED DEBUG OPTIONS ARE AS FOLLOWS
14:51:41  DEBUG=IJS,JST
14.51.41 1AT4401 LOCATE FOR STEP=STEP1  DD=DD1  DSN=DATA.ONE
14:51:41 1AT4402 UNIT=3380 , VOL (S)=V3380A
14:51:41 TIAT4401 LOCATE FOR STEP=STEP1 ~ DD=DD2  DSN=DUMMY.DS
14:51:41 TAT4402 UNIT=3480 , VOL (S)=V3380A
14:51:41 1IAT4811 =STP/DD  PSTP/DEV MT/DV DISP/STP# TYPE  1ST VOL  BK-REF SCR  RING DSN 20(BYT)
14:51:41 1AT4812  *STEP 1001
14:51:41 1AT4812 DD1 3380 Y/Y OLD/NONX DISK V3380A (NONE) NO NO  DATA.ONE
14:51:41 1AT4812 DD2 3480 N/N OLD/NONX  DISK V3480A  (NONE) NO NO  DUMMY.DS
\}4:51:41 IAT4810 JOB TERMINATED BY JES JESTEST FACILITY )
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Sample JCL used to invoke the JSTTEST facility for MVS-managed devices:

4 N
//TESTCS JOB 'ACCTO1','P.WEIGEL',MSGCLASS=A,MSGLEVEL=(1,1)
//STEP1  EXEC PGM=JSTTEST
//DD1 DD DSN=SMSX.NEW.DATA.SET01,DISP=(NEW,DATLG),
// STORCLAS=STANDARD,DATACLAS=PDS ,MGMTCLAS=NEVER
//DD2 DD DSN=SMSX.NEW.DATA.SETO1,DISP=SHR
//STEP3  EXEC PGM=IEFBR14
//DD3 DD DSN=SMSX.NEW.DATA.SETQ1,DISP=(SHR,DELETE)
*
N y

Output generated from the JSTTEST facility for MVS-managed devices using the
sample JCL:

IAT6140 JOB ORIGIN FROM GROUP=LOCAL , DSP=CR , DEVICE RDRO12, 012

:04:00
:04:00
:04:00
:04:00
:04:00
:04:00

IAT4811
IAT4812
IAT4812
IAT4812
IAT4812
IAT4810

*STP/DD  PSTP/DEV MT/DV DISP/STP# TYPE  1ST VOL  BK-REF SCR  RING  DSN(20BYT)

*STEP 1001
DD1 N/A N/N NEW/NONX SMS N/A (NONE) NO YES  SMSX.NEW.DATA.SETO1
DD2 N/A N/N SHR SMS N/A DD1 NO NO  SMSX.NEW.DATA.SETO1
DD3 N/A N/N SHR SMS  N/A DD1 NO NO  SMSX.NEW.DATA.SETO1

JOB TERMINATED BY JES JESTEST FACILITY

Reporting a Problem to IBM
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To reduce the quantity of APARs that must be returned due to insufficient
documentation, and to improve APAR turnaround time, the following documentation
is needed for all JES3 APARs submitted:

1. Problem description.

2. JES3 formatted dump with trace table entries and a dump of JESXCF address
space with its dataspaces or JES3 dump dataset (IBM recommends this dump
because it includes the JESXCF address space and dataspaces)

Initialization stream listing.
Failing JCL.
Description of maintenance level of system.

The hardcopy log before failure took place and including the time of the dump. If
the job causing the failure can be identified, the hardcopy log history of that job
should be sent.

Output of applicable service aids.

8. Description and listing of user-modified modules which may relate to the
problem.

9. Copy of JCL used in the JES3 start procedure.

o ok~ w

~

If a failure causes the system to become inoperable, take a stand-alone dump. If
the console is working, use the operator DUMP command. In both cases, ensure
that the JES3 address space, the JESXCF address space and the JESXCF
dataspaces are dumped. Format the JES3 address space and control blocks using
IPCS. Ensure that the JES3 exit program IATABPR is active.

For problems in subsystem interface and associated service modules, a dump of
address spaces other than JES3 may be required in addition to the dump of JES3
memory.
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For problems in certain JES3 areas, additional information is desirable. This
additional documentation requirement is described in the following paragraphs.

Initialization Problems
1. Listing of JES30UT data set
2. Dump of system using INTDEBUG service aid
3. Use JES3 initialization stream checker

Input Service Problems

1. If incorrect control blocks are suspected, rerun the job with /fPROCESS
CBPRNT and /*PROCESS OUTSERYV statements.

2. For problems involving JCL processing, rerun the job with //FFORMAT
PR,DDNAME=JCLIN to print the job’s JCL.

BSC RJP Problems

1. Turn on the RJP trace facility for the failing line.
2. Run the RIPSNPS service aid during the failure transmission sequence.

GMS Problems
1. Enter the following commands for all mains:
*,G,main-name,G
*,G,main-name,S
*,G,main-name,C
2. Get a DISPLAY listing for the job in question.

MDS Problems

If a response to an *1,Q, *I,S,A ,U ,E ,R ,SS ,or SV command indicates the
existence of a particular job in one of the following queues:

A MDS Allocate
U Unavailable
E Error

R Restart

SS System Select
SV System Verify

Detailed information should be obtained. List the reasons why the job is in the
indicated main device scheduler (MDS) queue by issuing the command

»»—x],S, A ,J=jobnumber
_U_
_E_
R

If incorrect volume, data set, or device management is suspected, run the dump
core DSP with the DMP option to capture the status of the resident queue.

1. If improper JCL handling is suspected, rerun the failing job with // EXEC
PGM=JCLTEST.

2. For job-related problems, run the DC DSP with the SNP option.
3. Run the failing job with a /FPROCESS CI statement followed by
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Running the Failing Job with DEBUG=ALL

DEBUG=ALL
//*PROCESS CBPRNT
//*PROCESS MAIN
//*PROCESS CBPRNT
//*PROCESS OUTSERV

C/l Problems

1. Run the failing job with a //*PROCESS CI statement followed by a DEBUG=ALL
parameter statement.

2. For SETUP problems, rerun the job with a // EXEC PGM=JSTTEST statement.

3. Run the failing job with a /FPROCESS OUTSERYV statement followed by a
DEBUG=ALL parameter statement.

4. Supply information on user exits.
5. If C/l enters a wait state, do the following:

* Analyze the following areas in the C/I FCTs:
FCT
AWAIT registers

* Determine which FCT caused the AWAIT and why.
a. Register 1 points to the FDB buffer address of the data buffer block
(DAT).
b. The DATDMC field contains the address of the data management control
block (DMC).
c. The DATFCT field contains the address of the function control block
(FCT).
* Often the problem is with the LOCATE FCT which runs under the CI FCT.

The LOCATE FCT attaches a subtask TCB (IATLVIN). Look at that TCB and
find out where it is waiting (module and sequence number).

DJC Problems
1. Provide DISPLAY DJC output.
2. Provide a description of the DJC network and all /*NET statements.

Output Service Problems

1. Rerun the failing job with //*PROCESS statements. Process CBPRNT just
before output service.

2. If possible, generate a dump before JES3 writes the output scheduling elements
(OSEs) to spool. This spooling occurs in the module IATOSDR.

Spool I/O Error Problems

If the 1/O error occurred on a global main, save the output of the IOERR DSP. If the
error occurred on a local main, try to recreate the error on a global main.

SNA RJP Problems

Turn on VTAM GTF trace for the failing LU. Use CID specified in the logon
message. Trace LU and NCP buffers.
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XCF Problems

When you report your problem to IBM, you may be told to turn on or off the
SYSJES component tracing. For more information on this facility, see [z/0S MV.
[Diagnosis: Tools and Service Aids,

JESXCF Problems

Refer to |z/OS MVS Programming: JES Common Coupling Servicesl if you are
experiencing JESXCF address space problems such as:

JES3 DM759 abends

JES3 DM762 abends

System DC5 abends

System EC5 abends

IXZ0108E messages

This publication contains procedures on how to dump the JESXCF address space

and all associated data spaces.
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Chapter 2. General Diagnosis

This chapter describes two general areas of diagnosis in the following order:
* General System Diagnosis
* Formats of Trace Tables and JES3 Diagnostic Facilities

General System Diagnosis

This chapter discusses diagnostic facilities that you can use to obtain information
about JESS.

Display DJC Network (DISPDJC)

Use the DISPDJC facility to display the status of a dependent job control network
on a printer.

For each network the DISPDJC facility displays:

The name of the network.

The FLAG1 parameters as defined in the job network control block (JNCB).
The FLAG2 parameters as defined in the JNCB.

The number of jobs in the designated network.

The number of jobs in the designated network that have completed.

For each job in the network the DISPDJC facility displays:
* The job name.
The current status of the job (completed, active, inactive, or in network hold).

The names of the jobs that are successors to the designated job and cannot be
processed until its completion.

The name and net-id of a successor in another network.

The number of predecessor jobs that must complete before the designated job
can be processed.

The action to be taken when a predecessor job ends normally or abnormally.

The FLAGL attributes as defined in the network control block (NCB). The
following are possible values for FLAGL1:

X'o1'
X'02'
X'04'
X'08'
X'10'
X'20'
X'40'
X'80'

the successors to the job were updated

the JCT is no longer in HOLD

the job was updated by a predecessor

the job completed but had to be resubmitted

the job did not include a MAIN scheduler element (SE)
an error occurred during Cl that caused the job to fail
the job has completed

no changes have been made to the job’s control blocks and the control
blocks do not have to be written back to spool.

The FLAG2 attributes as defined in the NCB. The following are possible values
for FLAG2:

X'o1'

© Copyright IBM Corp. 1988, 2002

the job abnormally ended
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X'02" the job has been placed in NET HOLD
X'04'" the NCB is missing a successor

X'08" the job is missing a successor in a sub-net
X'10' the job must be resubmitted

X'20" the NCB does not contain any information

X'40" the job segment scheduler (JSS) processed a NCB that did not contain
any information

X'80" the job has been placed in operator hold.
* The FLAGS3 attributes as defined in the NCB.
¢ The FLAG4 attributes as defined in the NCB.

* The FLAGS attributes as defined in the NCB. The following are possible values
for FLAGS5:

X'80" when the job is completed processing, it will release a dedicated device
X'40" input service is currently processing the job
X'20' the completed count has been updated

nn is the number of successors for the job.
* The FLAGS6 attributes as defined in the NCB.

Example
e N
sxx  NET-ID=DJC2 #xx  98.089  15:08:36
**% JNCB PARAMETERS ** FLAG1=00 FLAG2=00 TOTAL COUNT=0000027 COMPLETED=0000000 PENDING=0000000
H/R ACTION ATTRIBUTES ATTRIBUTES

JOB NAME STATUS SUCCESSORS ~ COUNT PARAMETERS FLAG1 FLAG2 FLAG3 FLAG4 FLAGS5 FLAG6

J24 IN NET HOLD J28 00001  NRML=D ABNML=D 00 00 24 00 00 88
J29

Jz214 IN NET HOLD 00001  NRML=D ABNML=D 00 00 24 00 00 88

J224 IN NET HOLD 00001  NRML=D ABNML=D 00 00 24 00 00 88

J25 IN NET HOLD J210 00001  NRML=D ABNML=D 00 00 24 00 00 88
J211

J215 IN NET HOLD 00001 NRML=D ABNML=D 00 00 24 00 00 88

J26 IN NET HOLD J212 00001  NRML=D ABNML=D 00 00 24 00 00 88
J213

J225 IN NET HOLD 00001  NRML=D ABNML=D 00 00 24 00 00 88

J27 IN NET HOLD J214 00001  NRML=D ABNML=D 00 00 24 00 00 88
J215

J226 IN NET HOLD 00001  NRML=D ABNML=D 00 00 24 00 00 88

J216 IN NET HOLD 00001  NRML=D ABNML=D 00 00 24 00 00 88

J28 IN NET HOLD J216 00001 NRML=D ABNML=D 00 00 24 00 00 88
J217

- J

The Monitor DSP

You can use the monitor DSP to monitor a resource or queue based on information
you specify. JES3 starts the MONITOR DSP and monitors various queues and
resources automatically.

The information that the monitor DSP displays includes both of the following:
* The queue or resource the job or Function Control Table (FCT) is waiting for.
* The amount of time the job or FCT has been waiting.

The monitor DSP provides you with the ability to monitor how long a job or FCT has
been waiting for a specific JES3 function or resource. For example, if you want to
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know when a job has been waiting for a CI DSP for more than five minutes, you
can set the monitor DSP to issue a message when five minutes have elapsed.
The following is a chronological example of the monitor DSP in use:

10:01 AM You issue the *START,MONITOR,DISPLAY command to examine
the current monitoring parameters.

The system issues the following messages:

~
IAT6399 ID INTERVAL THRESHOLD COUNT SUMMARY STATUS
IAT6400 RESOURCE 005 001 ALL  YES INACTIVE
IAT6400 LOCATE 005 001 ALL  YES INACTIVE
TIAT6400 CIFSS 005 001 ALL  YES INACTIVE
IAT6400 SYSSELQ 005 005 ALL  YES INACTIVE
TAT6400 ALLOCQ 000 000 ALL  YES INACTIVE
IAT6400 VERIFYQ 000 000 ALL  YES INACTIVE
IAT6400 SYSVERQ 005 001 ALL  YES INACTIVE
TIAT6400 DSPWAIT 005 005 ALL  YES INACTIVE
TIAT6400 JSSWAIT 005 005 ALL  YES INACTIVE
IAT6400 IOWAIT 030 001 ALL  YES INACTIVE
\C /
You see that CIFSS is being monitored among others.
10:02 AM You want to increase the frequency at which the C/I FSS queue is

monitored from once every 5 minutes to once every minute.

You modify the monitoring parameters as follows:
*START ,MONITOR, ID=CIFSS,INTERV=1

The system issues:
IAT6402 MONITOR MODIFY PROCESSING COMPLETE

10:03 AM The PAYROLL job is scheduled to the C/I FSS.

The monitor DSP examines the C/I FSS queue because the one
minute interval has expired and finds that no jobs have been
waiting for more than one minute. The monitor DSP displays no
information.

10:04 AM The AMORT job is scheduled to the C/I FSS.

The monitor DSP examines the C/I FSS queue and finds that the
PAYROLL job has been scheduled for one minute. Since you issued
SUMMARY=YES, the system issues the following messages:

IAT6395 00001 REQUEST(S) ACTIVE IN A C/I FSS
IAT6396 JOB PAYROLL (JOB123400) ACTIVE IN A C/I FSS
IAT6398 0000 HOURS 01 MINUTES 00 SECONDS

10:05 AM The monitor DSP examines the C/I FSS queue and finds that the
PAYROLL job has been scheduled for two minutes and the AMORT
job has been scheduled for one minute.

The system issues the following messages:

IAT6395 00001 REQUEST(S) ACTIVE IN A C/I FSS
IAT6396 JOB PAYROLL (JOBO1234) ACTIVE IN A C/I FSS
IAT6398 0000 HOURS 02 MINUTES 00 SECONDS

IAT6396 JOB AMORT (JOB1235) ACTIVE IN A C/I FSS
IAT6398 0000 HOURS 01 MINUTES 00 SECONDS
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Dump Core

Use the dump core (DC) facility to do the following:
» Display and then modify data in main storage
 Intercept program flow during processing

* Format control blocks for debugging purposes

* Find the location of a module in storage

» Display a requested portion of JES3’s storage

» Display the contents of a spool record.

To use the dump core facility, perform the following:

1. Determine where the output from the dump core DSP should be routed. You
specify the destination of the output by using the OUT= parameter on the
*CALL DC command when you invoke the dump core facility or any *START DC

command.

2. Invoke the DC DSP using the *CALL DC command.
3. Use to locate the task you would like to perform and then the

appropriate parameters you should use on the DC command to perform the

task.

Table 3. Dump Core Commands

On this

If you want to: Use this parameter: command:
invoke dump core *CALL,DC
specify the device DC output should be OouT= *CALL,DC
routed to *START,DC
display: registers at a specific| TREGS *START,DC

address

registers with REGSON *START,DC

shapshots at a

specific address

all active traps ACTIVE *START,DC

dynamic parch area | PATCH *START,DC

within IATUTDC

storage at a specific | PTRAP *START,DC

address
locate a module FIND *START,DC
locate a module in a load list FIND=mod, SEQ=nn *START,DC
display storage at a specific address C=adr *START,DC
alter data in storage C=adr *START,DC
set a trap at a specific address C=adr *START,DC
display a job’s control blocks or display OPTION= *START,DC
JES3 control blocks
display the contents of a spool record SPADDR=mmmm.rrrrrrrr | *START,DC
intercept JES3’s processing TRAP=adr *START,DC
restart JES3 after DC waits at an address | TRAPGO *START,DC
activate a trap TRAPON *START,DC
deactivate a trap TRAPOFF *START,DC
clear all waiting traps TRAPGO *START,DC
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4. Determine if you will be setting traps to examine data at critical points during the
processing of the program.

5. To clear any traps that are waiting, enter a *START,DC,TRAPGO command.

6. After you have identified where JES3 can be experiencing a problem, end the
dump core DSP using the *CANCEL,DC command.

The following options can be used with the *START,DC, OPTION= parameter. Refer
to[z/0S JES3 Commands| for more information.

OPTION=(name ,namel ,...)
The name of dump contents of storage option(s) to be displayed.

DMP
Causes all the standard formatting to be performed just as though a
completely formatted JES3 dump was requested without system
intervention.

INS
Displays information about internal reader control blocks.

SNP
Causes a dump of job-related control blocks to be recorded on the output
device.

(SNP=name)
Causes a dump of a specific job-related control block to be recorded on the
output device. You can request any one of the following control blocks:

Name Dumps the
ARL  Allocation resource list
JDAB Job description accounting block
JDS  Job data set control block
RQ Resqueue
FRP  Format parameter buffer
JST  Job summary table
JVT Job volume table
TAT Job or data set track allocation table
MOSE Master output service element
OSE  Output service element
DIAG Displays a formatted OSE, which includes such information
as:
* class
» forms
* queue
» destination

Use caution when specifying this parameter. Control block displays
are potentially very long, and output directed to the operator’'s
console can disrupt normal operator/system interaction.

Depending on the command that you issue, the dump core facility responds with at
least one of the following:

» Formatted storage

» Unformatted storage

* Messages
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Displaying JES3 Statistics
Displaying JES3 Statistics (Statistics Data Area)

36

Statistics are collected by JES3 in a control block called the statistics data area
(SDA). The statistics data area consists of a header (mapped by IATYSDA) and
function dependent extensions.

The following types of statistics are collected:

* Initialization related statistics (mapped by macro IATYSDA1)
The following is an example of the type of information collected about JES3
initialization:
— Total initialization time

— Times for different phases of initialization (job validation, read initialization
statements, RJP initialization, device initialization)

— Number of jobs in the queue (total, DJC, in main, in output service)
— 1/0O counts during job validation for different control blocks
» Restart/Connect related statistics (mapped by macro IATYSDAZ2)

The following is an example of the type of information collected about JES3
restart/connect processing:

— MDS restart time and number of jobs processed
— Total connect time for each system
— Times for the different phases of connect for each system (for example, initial
verify time)
* Output service related statistics (mapped by macro IATYSDAS3)

The following is an example of the type of information collected about output
service:

— Output service restart time

You can use dump core to dump the information in the Statistics Data Area by
issuing the following command:

*S,DC,0PTION=SDA

The following is an example of the output that is produced when the
*S,DC,OPTION=SDA command is issued.
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00000000-E2C4C1C5
00000020-40404040
00000040-84010000
00000060-AE8E2D3C
00000080-00000000
000000A0-AEBE2D78
000000CO-AEBE2D56
000000EO-AE8E2D61
00000100-AE8E2D75
00000120-00000000
00000140-00000000
00000160-00000000

00000000-E2C4C1C5
00000020-40404040
00000040-AEBE2DB8
00000060-AE8E2DB9
00000080-00000000
000000A0-00000000
000000C0-00000000
000000E0-00000000
00000100-00000000
00000120-00000000
00000140-00000000
00000160-AE8E2DDO
00000180-00000000

-

00010000
40404040
00000000
22F92804
00000000
72CBA501
5CB89504
737AF005
E1910A08
00000000
00000000
00000000

00010000
40404040
F938B205
46382505
00000000
00000000
00000000
00000000
00000000
00000000
00000000
F0293401
00000000

00000170
40404040
AE8E2D18
AESE2D3C
AESE2D3C
AESE2D50
AESE2D56
AESE2D61
00000000
00000000
00000000
00000000

000008ED
40404040
AE8BE2DB8
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

xx% STATISTICS DATA AREA ENTRIES #%*
SDA ENTRY - 04F00460 - INITIALIZATION

C9D5CIE3
00000000
6C553001
25551607
DA7A5804
5D1E7604
673ECAO9
737AF805
00000000
00000000
00000000
00000000

SDA ENTRY - 04F005D0 - RESTART (CONNECT)

D9C5E2E3
00000000
FB763107
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

000008C0-00000000 OOOOOOOO OOOOOOOO 00000

SDA ENTRY - 04FOOEBO - OUTPUT SERVICE

00000000-E2C4C1C5 00010000 00000050 D6E4E3D7
00000020-40404040 40404040 40404040 00000000
00000040-AE8E2D91 398BCCO5 00000000 00000000

€9C1D3C9
00000000
AE8E2D79
AESE2D3C
AESE2D50
AE8E2D53
AE8E2D5C
AE8E2D62
00000000
00000000
00000000

C1D9E340
00000000
AE8BE2DB8
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000

E4E340E2
00000000

E9C1E3CY
00000000
21550809
66687109
5B19BC0O6
16DA2807
4261B809
D4F27307
00000000
00000000
00000000

4DC3D6D5
00000000
FB8COCO7
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000

C5D9E5CI
00000000

D6D54040
00000000
AE8E2D3C
00000000
AE8E2D50
AE8E2D53
AE8E2D5C
AE8E2D64
00000000
00000000
00000000

D5C5C3E3
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000

C3C54040
00000000

40404040
00000000
1F300F09
00000000
5CEE9504
7031D604
44735B03
29CCF908
00000000
00000000
00000000

50404040
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000

40404040
00000000

*SDAE........ INITIALIZATION...... *
%6 0000000000000000000000000000000 *
£0lo 500000 000600 000000, 003000 *
9. ... T P *
Kereeenn. P P *
©  50000000000000000000000C000000 *
K et *
*_ ------------------------------- *
*_ tttttttttttttttttttttttttttt *
K e, *
©60000000000000000000000000000000 *
835 0000000000000000000000000000000 *
*SDAE....... \RESTART (CONNECT) *
% 60000000000000000000G00000000000 *
2 oBloooo__ ol 000__ok] P0000000000 *
@ 5 _0000000000000000GO0000000000 *
K e e e *
% 60000000006000000000G00000000000 *
%6 0000000000000000000000000000000 *
% 600000000060000000000000000000A0 *
%35 000000000000000000000000C000000 *
% 60000000000000000000000000000080 *
%5 000000000000000000000000C000000 *
¥ 000000000000000000C000000000G0 *
K e e, *
%6 000000000000000C00000000C000000 *
*SDAE....... &UTPUT SERVICE...... *
6000000000000 0000000G00000000000 *
E I S A PN *

~

J

In order to determine what information is present in the SDA, you need to assemble
macro IATYSDA and match the offsets in the assembly to the offsets in the Dump
Core Output.

Displaying Initialization Related Information

When the initialization stream is read, the initialization statements are converted into
an internal format and written to the spool or the checkpoint data set.

There are two types of information is created from the initialization statements:

Intermediate text (ITX) - Intermediate text is a spool file that contains
information from an initialization statement. Not all initialization statements
cause an intermediate text file to be created.

Initialization Checkpoint Record (ICP) - The Initialization Checkpoint Record
contains the checkpointed portions of the following control blocks:

* IATYTVT - Transfer Vector Table (TVT)
e IATYTVTC - Checkpointed TVT Extension (TVTC)

1.

* JATYSVT - Subsystem Vector Table (SSVT)

* IATYOSD - Output Service Data Area (OSD)
e |ATYINT - Initialization Data CSECT (INT)

Information that does not go into the intermediate text files are typically put into
one the above control blocks. The checkpointed portions of those control blocks
are used to create the ICP which is written to the JES3 checkpoint data set.

Chapter 2. General Diagnosis
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You can use Dump Core to dump the intermediate text files by issuing one of the
following commands:

*5,DC,0PTION=ITX

*S,DC,0PTION=(ITX=fileid)

- WiTll dump all of the intermediate

text files.

- Will dump a

text file.

specific intermediate

To dump a specific intermediate text file, an intermediate text file id must be
specified. The following table shows the file ids that can be specified and the
mapping macros or DSECT names that are used to map the intermediate text

records:
File id on
*S,DC,OPTION= Initialization Mapping Macro or DSECT
Command Statement(s) location Description
CIPARM CIPARM IATYCTX CIPARM intermediate text
CLASS CLASS (MDEPTH DSECT MDTABLE in See initialization statement
parameter) IATINCL description
CLASS (MLIMIT DSECT MLTABLE in Each record is proceeded by
parameter) TATINCL a two byte id that identifies
the type of record
CLASS (TLIMIT DSECT MLTABLE in
parameter) TATINCL CLASS (MDEPTH) -5
CLASS (MLIMIT) -7
CLASS (SYSTEM DSECT MCSTABLE 1in CLASS (TDEPTH) -6
parameter) TATINCL CLASS (SYSTEM) - 10
GROUP (EXRESC) -8
GROUP (EXRESC) DSECT MGXSTART in SELECT(class/group list) - 9
IATYMGP SELECT (other) -2
SELECT IATYMPS
DSECT SELCGST in
TATINSL
COMPACT COMPACT IATYCTE COMPACT intermediate text
CONSTD CONSTD Label CSTDREC in IATINPK | CONSTD intermediate text
DEADLINE DEADLINE IATYDLT (DSECT DLTENTRY) | DEADLINE intermediate text
DYNALDSN DYNALDSN IATYDYD DYNALDSN intermediate text
FENCE GROUP (EXRESC |IATYDFC Device fence intermediate text from
and DEVPOOL EXRESC and DEVPOOL parameters
parameters)
FSSDEF FSSDEF DSECT FDEFAREA in FSSDEF intermediate text
IATINFS
HWSNAME HWSNAME IATYHTX HWSNAME intermediate text
MAINPROC MAINPROC TATYMPE See initialization statement
CLASS IATYMCL description
(except MDEPTH Each record is proceeded by
MLIMIT, a two byte id which identifies
TLIMIT, the type of record
SYSTEM
parameters) MAINPROC -1
CLASS -3
IATYMGP GROUP -4
GROUP
(except EXRESC
parameter)
MSGROUTE MSGROUTE IATYINM MSGROUTE intermediate text
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File id on
*S,DC,OPTION= Initialization Mapping Macro or DSECT
Command Statement(s) location Description
NJERMT NJERMT DSECT NJEENTRY in NJERMT intermediate text
IATYNJY
RESDSN RESDSN None - first byte = length, RESDSN intermediate text
remaining bytes = data set
name
RJPLINE RJPLINE DSECT RLNSTART in RJPLINE intermediate text
IATYRLT
RJPTERM RJPTERM DSECT RTMSTART in RJPTERM intermediate text
IATYRLT
RJIJPWS RJIJPWS DSECT RTMSTART in Resident Line/Terminal table for RIPWS
IATYRLT
RMTCONS CONSOLE IATYINC CONSOLES intermediate text for remote
consoles
SETNAME SETNAME DSECT STNAMES in SETNAME intermediate text
IATINMD
SETPARAM SETPARAM DSECT SPARM in IATINMD SETPARAM intermediate text
SETACC SETACC Label ACCVOL in IATINMD SETACC intermediate text
SETRES SETRES Label SETRESVL in IATINMD |SETRES intermediate text
SETUNITS DEVICE (XTYPE DSECT SETINIT in macro SETUNITS intermediate text
and XUNIT IATYINT
parameters)
SUPUNITS DEVICE (parms IATYSUP SUPUNITs intermediate text
other than XTYPE,
XUNIT)
SYSOUT SYSOUT IATYSCT SYSOUT intermediate text
WSB RJIPWS IATYWSB Workstation Blocks for SNA RJP
workstations
USER1 User defined User defined User defined
USER2 User defined User defined User defined
USER3 User defined User defined User defined
USER4 User defined User defined User defined
USER5 User defined User defined User defined
USER6 User defined User defined User defined
USER7 User defined User defined User defined
USERS User defined User defined User defined
USER9 User defined User defined User defined
USER10 User defined User defined User defined

In the following example, the *S,DC command is used to dump the CIPARM

intermediate text:

*S,DC,0PTION= (ITX=CIPARM)

Chapter 2. General Diagnosis
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Ve
*%% INTERMEDIATE TEXT - CIPARM

RECORD NUMBER = 0000001 - CIPARM

00000000-FOF1F4FO FOFOFOF3 F5FOFOF5 F1F2F2F1

00000020-000000

RECORD NUMBER = 0000002 - CIPARM
00000000-C9F1F4FO FOFOFOF3 F5FOFOF5 F1F2F3F1
00000020-000000

RECORD NUMBER = 0000003 - CIPARM
00000000-E2F1F4FO FOFOFOF3 F5FOFOF5 F1F2F3F1
00000020-000000

RECORD NUMBER = 0000004 - CIPARM
00000000-E3F1F4F0 FOFOFOF3 F5FOFOF5 F1F2F3F1
\?0000020-000000

C5FOFOFO F1F1C1FO F5F1F2D2 00000000 *0140000350051221E00011A0512K*

* *

C5FOFOFO F1F1E3FO F5F1F2D2 00000000 *I1140000350051231E00011TO512K*

* *

C5FOFOFO F1F1C4FO F5F1F2D2 00000000 *S140000350051231E00011D0512K*

* *

C5FOFOFO F1F1C9FO F5F1F2D2 00000000 *T140000350051231E0001110512K*

* *

In the following example, the *S,DC command is used to dump the Initialization
Checkpoint Record.

*S,DC,0PTION=ICP
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Displaying Output Scheduling Elements

4 N
*%% INITIALIZATION CHECKPOINT RECORD (ICP) =
INITIALIZATION CHECKPOINT RECORD HEADER
00000000-C9C3D740 0OOOOO00 000018C2 AE8E2D78 923CE201 00000000 00000000 00000000 *ICP ......cvveeeeeeiiiiiinnannn *
00000020-0097113F 14063053 0000003C 000004DO 00000DE6 00001122 000011C2 ©60000000000000000000000000000000 *
INITIALIZATION CHECKPOINT RECORD DATA - IATYTVT
00000000-0000048C E3E5E340 0097113F 14063053 00000000 00000000 00000000 00000000 *....TVT.....cvveeiiiiiiiiinnnn *
00000020-00000000 0OOOOOOO 0OOOOOOO 0000 00000000 00000000 000CO305 00006000 *....vvveeereeiireeeeeeeannn *
00000040-00000000 000OOOC8 00000064 0OOOO3ES 000005DC 00000FF4 FFO00000 00000000 *....... Wooooooc Voooo000 llooooo000 *
00000480-00000000 00000000 00000000 0OOOOOEO 00000000 ©60000000000000000000000000000000 *
INITIALIZATION CHECKPOINT RECORD DATA - IATYTVTC
00000000-0000090E E3E5E3C3 C9C1E3C7 DIESE3C3 CBDIE2F6 F6FOF440 FOF361F1 FA461F9F7 *....TVTCIATGRVTCHJIS6604 03/14/97+*
00000020-F1F54BF3 F3400000 04F03D26 E3E5E340 C3C8C5C3 D2D7D6CY D5E3C5C4 40C5E7E3 %15.33....... TVT CHECKPOINTED EXT*
00000040-C5D5E2C9 D6D54040 00000000 00000000 00000000 0000090E 00000000 C3D5CA4C2 *ENSION........covvvvveean... CNDB*
00000900-00000000 00000000 000000 00000000 00000000 0000 ©60000000000000000000000000000000 *
NITIALIZATION CHECKPOINT RECORD DATA - IATYOSD
00000000-00000334 D6E2C440 0000D6E2 C440F5FO F8F14040 4040F640 40404040 4040F1D7 ....0SD...0SD.5081....6....... 1p=
00000020-D9E34040 4040D7D5 40404040 4040D3C9 D5C54040 40400420 301C0800 00000000 *RT....PN...... LiiEo 0000000000000 *
00000040-00000000 000OOOOO 0OOOOOOO 00O 00000000 00000000 00000000 00000000 *.....vvveereeireireeereennn *
00000320-00000000 0OOOOO0O 00O 0000 00000000 00000000 00000000 ©60000000000000000000000000000000 *
INITIALIZATION CHECKPOINT RECORD DATA - IATYSVT
00000000-00000098 E2E5E340 00000FF4 00000FC8 00007FFF 0000FFFF 00001000 OOFFFFFF = SWooooctlooollocoooooccoacocas *
00000020-55553200 00002710 00000000 FFFFFFFF 00000000 000002D6 00000000 00000000 *......cveeeeeereeerrreenneeennnn *
00000040-00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 *.....ueeeeeiiiiiiiiieeeenannn *
00000060-00000000 00000012 01F40FCC 0001003C 00C80BB8 001FO004 00000000 00000000 *......... floooooo0 [oooooooooaoooa *
00000080-00000000 00000000 00000000 04000000 00000000 00485880 80000000 00000000 *......coveeeiiiiiiiiiiiiennnnnnn *
INITIALIZATION CHECKPOINT RECORD DATA - IATYINT
00000000-000006F8 CID5E340 00020000 13140490 80000000 0001001D 00002119 OOO3BFB8 *...8INT........ccvvvviiiieiinnnn *
00000020-000204CO0 OOOOOOEA 00052BD6 00030074 00000017 000009F8 00040000 00000000 *.......ceveiiiiiiiiiiiiiininannn *
00000040-00000000 00050014 00000009 000000A0 00060000 00000000 00000000 00070027 *...uveeeeerreeeeeeereeeenennnnn *
\?00006E0-00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000 *....ueeeee i iiiiieeeenannn * )

Displaying Output Scheduling Elements (OSEs) for a Job

You can use the dump core command to provide diagnostic information for a job’s
output scheduling element (OSE) control block. When you use the dump dore
command and the keyword DIAG with the OPTION=(SNP=0OSE) keyword, you will
get a formatted display of the OSE. The formatted version of the OSE shows
characteristics associated with the scheduling of SYSOUT to print devices. Using
the dump core command in this way greatly reduces the manual formatting of a
raw’ OSE dumped from spool. Below is the JCL for a job that creates SYSOUT on
the WTR queue, the HOLD queue, and the BDT queue. The JCL includes the
//IOUTPUT and //*FORMAT statements.
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4 N\
//MARIOA JOB MSGLEVEL=(1,1) ,MSGCLASS=A
//0UT1 OUTPUT MODIFY=(MODA),FORMDEF=SPRNT
//MARIOA JOB MSGLEVEL=(1,1) ,MSGCLASS=A
//0UT1 OUTPUT MODIFY=(MODA),FORMDEF=SPRNT
//*FORMAT PR,DDNAME=SYSUT2,MODIFY=(MODB)
//STEP1 EXEC PGM=IEBGENER
//SYSIN DD DUMMY
//SYSPRINT DD SYSOUT=A,DEST=SAPIAPPL
//SYSUT2 DD SYSOUT=A,DEST=SAPIAPPL
//SYSUT1 DD *
‘ STEP1.SYSUT2 ‘
//STEP2 EXEC PGM=IEBGENER
//SYSIN DD DUMMY
//SYSPRINT DD SYSOUT=(Z,SAPIUSER)
//SYSUT2 DD SYSOUT=(Z,SAPIUSER) ,OUTPUT=*.0UT1
//SYSUT1 DD *
‘ STEP2.SYSUT2 l
//STEP3 EXEC PGM=IEBGENER
//SYSIN DD DUMMY
//SYSPRINT DD SYSOUT=0
//SYSUT2 DD SYSOUT=A,DEST=NODE5
//SYSUT1 DD *
‘ STEP3.SYSUT2 ‘
/*
o J

The following dump core display is for the above job’s OSE. Note that:
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The first OSE variable section is marked complete (CMPLT=Y). Data sets
JESMSGLG, JESJCL, and JESYSMSG were processed by device PRT002.
Therefore, the data set name is not displayed.

The /*FORMAT statement exists for all OSEs created from a SYSUT2 DD
statement. The //*FORMAT statement was not applied to the SYSUT2 on
the HOLD queue. /*FORMAT statements are not applied to SYSOUT on
the HOLD queue. Use the *MODIFY,U,NQ=WTR command to move the
SYSOUT to the WTR queue to allow the system to apply the /*FORMAT
statements to the SYSOUT on the HOLD queue.

The SYSUT?2 data set for STEP2 has an OSE for the //OUTPUT statement
and the /*FORMAT statement. When a data set is directly referenced by a
/IOUTPUT statement and a //[*FORMAT statement, JES3 creates an OSE
for both references.

FMDF=Y is set to reflect the FORMDEF specification on the //OUTPUT
statement for STEP2.SYSUT. This indication suggests that at least one data
set entry represented by this variable section contains a FORMDEF
specification. This is also true of PAGEDEF and IPADDR.

The characteristics for SYSOUT destined for a SNA node are in the NJE
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data set header. The OSE does not contain this information. Consequently,
SYSOUT on the BDT queue will not display SYSOUT characteristics.
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/;S DC OPTION=(SNP=0SE),J=17,DIAG
*xkkkxxx TIME=97288.09005085
*xkkxxxx JOB=J0BOOO017 MARIOA
OSE BUFFER NO. 1 INFORMATION.
VAR SEC HAS 3  DATASETS; 3  MARKED DONE
Q=WTR CMPLT=Y SCHD=N PRTY=2 CLASS=A  0UTST=N

DEST=PRT002 FORM=1PRT CARR=6 FRMT=N
TPID=none PRMD=LINE USID=++++++++
0TBN=none UCS=PN FLASH=NONE MODID=NONE
L=77 PG=0 SR=77 BY=12252

VAR SEC HAS 1  DATASETS; 0  MARKED DONE
Q=WTR CMPLT=N SCHD=N PRTY=2 CLASS=A  OUTST=N
DEST=SAPIAPPL FORM=1PRT CARR=6 FRMT=N
TPID=none PRMD=LINE USID=++++++++
0TBN=none UCS=PN FLASH=NONE MODID=NONE
STCK=C MODRC=0 IPAD=N XTKW=N FMDF=N PGDF=N
L=4 PG=0 SR=4 BY=4084
DD=.STEP1.SYSPRINT
DSN=++++++++.MARIOA.JOB00017.D0000012.7
VAR SEC HAS 1  DATASETS; 0  MARKED DONE
Q=WTR CMPLT=N SCHD=N PRTY=2 CLASS=A OUTST=N
DEST=SAPIAPPL FORM=1PRT CARR=6 FRMT=Y
TPID=none PRMD=LINE USID=++++++++
0TBN=none UCS=PN FLASH=NONE MODID=MODB
STCK=C MODRC=0 IPAD=N XTKW=N FMDF=N PGDF=N
L=9 PG=0 SR=9 BY=4084
DD=.STEP1.SYSUT2
DSN=++++++++.MARIOA.JOB00017.D0000013.7
VAR SEC HAS 1 ~ DATASETS; 0  MARKED DONE
Q=HLD CMPLT=N SCHD=N PRTY=2 CLASS=Z 0UTST=N

DEST=ANYLOCAL FORM=1PRT CARR=6 FRMT=N
TPID=none PRMD=LINE USID=++++++++
0TBN=none UCS=PN FLASH=NONE MODID=NONE

STCK=C MODRC=0 IPAD=N XTKW=N FMDF=N PGDF=N
WTRN=SAPIUSER TSO=N
L=4 PG=0 SR=4 BY=4084
DD=.STEP2.SYSPRINT
DSN=++++++++ .MARIOA.JOB00017.D0000014.7
VAR SEC HAS 1  DATASETS; 0  MARKED DONE
Q=HLD CMPLT=N SCHD=N PRTY=2 CLASS=Z OUTST=Y

DEST=ANYLOCAL FORM=1PRT CARR=6 FRMT=N
TPID=none PRMD=LINE USID=++++++++
0TBN=none UCS=PN FLASH=NONE MODID=MODA

STCK=C MODRC=0 IPAD=N XTKW=N FMDF=Y PGDF=N
WTRN=SAPIUSER TS0=N
L=9 PG=0 SR=9 BY=4084
DD=.STEP2.SYSUT2
DSN=++++++++.MARIOA.JOB00017.D0000015.7
VAR SEC HAS 1  DATASETS; 0  MARKED DONE
Q=HLD CMPLT=N SCHD=N PRTY=2 CLASS=Z 0UTST=N

DEST=ANYLOCAL FORM=1PRT CARR=6 FRMT=Y
TPID=none PRMD=LINE USID=++++++++
0TBN=none UCS=PN FLASH=NONE MODID=NONE

STCK=C MODRC=0 IPAD=N XTKW=N FMDF=N PGDF=N

WTRN=SAPIUSER TSO=N

L=9 PG=0 SR=9 BY=4084
DD=.STEP2.SYSUT2
DSN=++++++++_.MARIOA.JOB00017.D0000015.7

VAR SEC HAS 1  DATASETS; 0  MARKED DONE

Q=BDT CMPLT=N SCHD=N PRTY=2

BG=BDT00000 BT=SYS BS=INACTV SEG=JH
DD=. .*SNAJBHD
DSN=++++++++_.MARIOA.JOB00017.B0810002.7

H osE #1

H osE #2

Figure 2. Dump Core Display for Job OSE (Part 1 of 2)
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B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
OSE BUFFER NO. 2 INFORMATION.

VAR SEC HAS 1  DATASETS; 0  MARKED DONE
Q=BDT CMPLT=N SCHD=N PRTY=2 B
BG=BDT00000 BT=SYS BS=INACTV SEG=DSH

DD=. .*NJEDSHD
DSN=++++++++_.MARIOA.JOBO0017.BOB60002.?

VAR SEC HAS 1  DATASETS; 0  MARKED DONE B
Q=BDT CMPLT=N SCHD=N PRTY=2 CLASS=  OUTST=N
DEST=NODE5 FORM= CARR= FRMT=Y
TPID=none PRMD= USID=++++++++
BG=BDTO0000 BT=SYS BS=INACTV SEG=DS
L=9 PG=0 SR=9 BY=4084

DD=.STEP3.SYSUT2
DSN=++++++++ .MARIOA.JOB00017.D0000017 .7
VAR SEC HAS 1  DATASETS; 0  MARKED DONE 5
Q=BDT CMPLT=N SCHD=N PRTY=2
BG=BDTO0000 BT=SYS BS=INACTV SEG=JT
DD=..*SNAJBTR
DSN=++++++++.MARIOA.JOB00017.B0O9BO002.?

kkkkkkhkkhkkhkkkkhhhhkkrhrhhhhxx

9 *IAT7921 ISSUE START/CANCEL/RESTART DC REQUEST )

Figure 2. Dump Core Display for Job OSE (Part 2 of 2)

If you omit the DIAG keyword from the dump core command when displaying the
OSE, JES3 displays the 'raw’ OSE. Additional information is displayed during this
processing. If an OUTPUT statement exists for a dataset, the 'raw’ scheduler work
block (SWB) information is displayed following the OSE dataset section it
represents. If the 'raw’ OSE was displayed for the above job, the OUTPUT
statement information would be displayed following the display of the OSE dataset
section for STEP1.SYSUT2. This SWB information is shown below:

OUTPUT 00000000 E2D1D7C6 021CO01C D6EAE3D7 E4E34040

D6E4E3F1 40404040 00000000 00160001 *SJPF....OUTPUT OUTL  ........ *
SWBTU 00000020 0004D4D6 C4C10017 00010000 001DOCO1
0006E2D7 DID5E340 *..MODA............ SPRNT *

Displaying Single Track Table (STT) Information

The single track table (STT) is used to allocate spool space to system related
control blocks. Its purpose is to be economical with spool space by allocating only
one record at a time instead of an entire track group.

The STT contains the following information:
* DJC net control blocks
» Checkpoint records for:
— Main Device Scheduler (MDS)
— Generalized Main Scheduling (GMS)
— Locate
— Dynamic allocation
— Volume unavailable table
— Online devices
— FSS status
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Deadline control blocks
JESNEWS

Control blocks for DSP’s invoked via the *CALL command
JOBO control blocks (for example, JDS and OSE)

The STT is defined using the STT or STTL parameters on the FORMAT and
TRACK statements. These parameters allow you to control which spool data sets
contain the STT. The STT that is allocated using the FORMAT and TRACK
statements is called the preallocated or primary STT. If the preallocated STT fills up,
JES3 gets a track group from the default partition and creates an expansion STT.
Once an expansion STT is created, it is never deleted. Therefore, if you want to
control which spool data sets contain STT information, you should define the
preallocated STT large enough so that it never expands. See
initialization and Tuning Reference for more information on allocating the STT.

You can use dump core to display STT information. This is useful for determining
which spool records reside on a spool data set that will be replaced or deleted, and
for displaying information for diagnostic purposes. The information in the STT can
be displayed in one of the following ways:

* *S,DC,OPTION=STT - Formats the spool address and control block identifier
associated with each allocated spool record. If the spool record does not have a
valid IATYSRF format, the first X'80' bytes of the record will be formatted.

* *S,DC,OPTION=(STT=ALL) - Formats the spool address and control block
identifier and also dumps the entire spool record.

* *S,DC,0OPTION=(STT=nnnn) - Formats the spool address and control block
identifier and also dumps nnnn hex bytes of the spool record.

* *S,DC,OPTION=(STT='id") - Formats those spool records in the STT that contain
the specified control block identifier. The entire spool record is formatted. The
control block identifier must be four characters or less.

Note: When a spool record in the STT is displayed, only the non-zero portion of
the spool record is displayed. For example, if a spool record contains zeros
starting at offset X'100' into the record, and you request that X'200' be
dumped, only X'100" bytes will be dumped.

The following is an example of the output that is produced when the
*S,DC,OPTION=STT command is issued:
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4 STT SEGMENT: SPOOL1 TOTAL = 00024 AVAIL = 00007 h
SPOOL RECORD: 0002.0000129D - UNKNOWN
00000000-00020000 129DO0OO DIC2E340 00000000 *........ JBT ....*
00000010-00000000 00000000 0OOOOOOO 00020000 *......vvveenu... *
00000020-129D0044 00000299 005C0004 00000000 *....... | S *
00000030-5CA2A3A3 0518AAE8 00000000 00000000 **stt...Y........ *
00000040-00000000 00020000 01070002 00000108 *.....eveveenn... *
00000050-00020000 01000002 00OOOOF5 e 5 *
SPOOL RECORD: 0002.0000129E - SMR
SPOOL RECORD: 0002.0000129F - SMR
SPOOL RECORD: 0002.000012A0 - JMR
SPOOL RECORD: 0002.000012A1 - JMR
SPOOL RECORD: 0002.000012A2 - JDAB
SPOOL RECORD: 0002.000012A3 - CSB
SPOOL RECORD: 0002.000012A4 - JMR
SPOOL RECORD: 0002.000012A5 - JDAB
SPOOL RECORD: 0002.000012A9 - DYN
SPOOL RECORD: 0002.000012AA - DDC
SPOOL RECORD: 0002.000012AB - VUT
SPOOL RECORD: 0002.000012AC - OCK
SPOOL RECORD: 0002.000012AD - 0OCK
SPOOL RECORD: 0002.000012AE - 0OCK
SPOOL RECORD: 0002.000012AF - OCK
SPOOL RECORD: 0002.000012BO - LCP
STT SEGMENT: SPOOL1 TOTAL = 00012 AVAIL = 00000 DYNAMIC
SPOOL RECORD: 0002.00001249 - GMS
SPOOL RECORD: 0002.0000124A - JDS
SPOOL RECORD: 0002.0000124B - OSE
SPOOL RECORD: 0002.0000124C - JDAB
SPOOL RECORD: 0002.0000124D - 0SC
SPOOL RECORD: 0002.0000124E - CSB
SPOOL RECORD: 0002.0000124F - JMR
SPOOL RECORD: 0002.00001250 - JDAB
9 IAT7921 ISSUE START/CANCEL/RESTART DC REQUEST )
The following is an example of the output that is produced when the
*S,DC,OPTION=(STT=10) command is issued:
4 STT SEGMENT: SPOOL1 TOTAL = 00024 AVAIL = 00000 A
SPOOL RECORD: 0002.0000129D - UNKNOWN
00000000-00020000 129D000O D1C2E340 00000000 *........ JBT ....*
SPOOL RECORD: 0002.0000129E - SMR
00000000-00020000 129E0000 E2D4D940 00000000 *........ SMR ....*
SPOOL RECORD: 0002.0000129F - SMR
00000000-00020000 129F0000 E2D4D940 00020000 *........ SMR ....*
SPOOL RECORD: 0002.000012A0 - GMS
00000000-00020000 12A00006 C7D4E240 00000000 *........ GMS ....*
9 IAT7921 ISSUE START/CANCEL/RESTART DC REQUEST )
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The following is an example of the output that is produced when the
*S,DC,OPTION=(STT="OSE’) command is issued:
4 ™

STT SEGMENT: SPOOL1 TOTAL = 00024 AVAIL = 00000
STT SEGMENT: SPOOL1 TOTAL = 00012 AVAIL = 00004 DYNAMIC
SPOOL RECORD: 0002.0000124B - OSE
00000000-00020000 124B0001 D6E2C540 00000000 *........ OSE ....*
00000010-00000000 00000000 5CA2A3A3 00600060 *........ *stt.-.-%
00000020-00000000 00000000 00000000 00000000 *......ccuuven.... *
00000030-00000000 00000000 00000000 00000000 *....vvveeeennn.. *
00000040-00000000 00000000 00000000 00000000 *....evveeeeunn.. *
00000050-00000000 00000000 00000000 00000000 *.........ccvnn.. *
00000060-FFFFFFFF Fooo0 *
9 IAT7921 ISSUE START/CANCEL/RESTART DC REQUEST )

Displaying Contents of a Spool Record

When diagnosing problems, it may be useful to view the contents of a spool record.
You can use dump core to dump the spool record having a spool address of
mmmm.rrrrrrrr by issuing the following command:

*S,DC,SPADDR=mmmm.rrrrrrrr

* The mmmm portion of the spool address is the spool extent address number
(module) where the record resides.

* The rrrrrrrr portion of the spool address is the spool record number within the
spool extent.

The following is an example of the output that is produced when you issue
*S,DC,SPADDR=0002.0000124B:

4 SPOOL RECORD: 0002.0000124B )
00000000-00020000 124B0001 D6E2C540 00000000 *........ OSE ....*
00000010-00000000 00000000 5CA2A3A3 00600060 *........ *stt.-.-%
00000020-00000000 00000000 00000000 00000000 *......cevune.... *
00000030-00000000 00000000 00000000 00000000 *....vvveeeennn.. *
00000040-00000000 00000000 00000000 00000000 *....vvveeevenn.. *
00000050-00000000 00000000 00000000 00000000 *.........cvvnn.. *
00000060-FFFFFFFF Foooo *

9 IAT7921 ISSUE START/CANCEL/RESTART DC REQUEST )

Note: When a spool record is displayed, only the non-zero portion of the spool
record is displayed. For example, if a spool record contains zeros starting at
offset X'100' into the record, and you request that X'200' be dumped, only
X'100" bytes will be dumped.

Format of Trace Tables and JES3 Diagnostic Facilities

Format of a JES3 Event Trace Table

48

The JESS3 event tracing facility allows the system programmer to obtain diagnostic
information pertinent to a JES3 system failure. The information appears in the JES3
abend dump each time an abend dump is displayed. In addition, the operator can
also request that the information be displayed on the console.

JES3 uses up to four separate trace tables that are merged during abend
formatting:
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* EVENT

* NUCPATH
* AUXPATH
* DSPACE

The DSPACE is activated by the *MODIFY,E,START= tracename command. An IBM
Service Representative may ask you to activate the trace when additional tracing
information is required.

The DSPACE trace requires:
» Sufficient paging space allocated to hold all the data space pages. The default
size of the data space is 10 megabytes.

» Sufficient amount of space in your dump data sets (if those data sets are
pre-allocated).

The trace is deactivated when the *MODIFY,E,STOP= tracename command is
entered or when JES3 is stopped.

You can request that a subset of tables be used for formatting by specifying the
TABLE keyword on the IPCS VERBX JES3 command. For example:

VERBX JES3 'OPTION=TRC,TABLE=(EVENT,NUCPATH)'.

You can also limit the trace format to specific identifiers. For example:
VERBX JES3 'OPTION=TRC,ID=(37,38,39)'.

The trace table can contain one or more entries. Each entry represents an event
that occurred in the address space. There is a unique identifier assigned to each
JES3 event. JES3 traces all events, however, the installation can control the events
that are traced through the use of modify commands. For additional information on
the commands used to trace events refer to [z/0S JES3 Commands,

Each entry contains a header that may be followed by additional information, such
as the contents of the registers at the time of the trace or data in a work area. The
header for an entry contains at least the following information:

* The FCT that was active when the trace was taken

» A descriptor that identifies the function being traced

* The name of the module that issued the trace request

* The address of the active FCT

* Atime stamp

* Aidentification number

* The address of the task control block (TCB)

The C/I FSS address space has its own trace table in private area subpool 230
managed by a copy of module IATGRTX loaded into the FSS address space. When
formatting a C/I FSS address space, the events that occurred in the C/I FSS
address space are traced.

Additionally, all FSS address spaces (both C/I and WTR) have a private FSS trace
table, which is contained in load module IATFCTR. These traces cannot be affected
by the *F.E command.

For each trace id, provides:

* The module that issues the IATXTRC macro to record the event
* A description of the event

* Information in the entry other than the header for the entry
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Table 4. JES3 Trace Events

Trace
ID

Module of
origin

Description of Trace
Origin (function)

Additional data (by word number)

1

IATGRTX

*F E,TRAP=nnnnnn and
location nnnnnn has
been reached

None

24

IATDMNC

ZEROCORE

Return address
Address of entry point
Address area

Count

25

IATDMGB

I/O completion

Address of data queue element

26

IATDMGB

USAM track allocation

Address of staging area

27

IATDMDT

MOVEDATA

Return address
TO address
FROM address
Count

28

IATGRSV

Entry to ASAVE (CALL)

N
[

Register 13 from calling routine

Return address

Entry point to called routine

Register 0

Register 1

Registers 2-12 from calling routine (register 10 is caller’'s base)

29

IATGRSV

Exit from ASAVE
(RETURN)

Address of save area from pool

Return address to calling routine (based on return code)
Register 15 from called routine

Register 0 from called routine

Register 1 from called routine

Registers 2-12 of the calling routine

30

IATGRCT

Ready DSP dispatched
by MFM

Posted ECF address
Posted ECF content

32

IATSIEM

End-of-memory call

Registers 2-8
Address of SSVT
SEL data, starting at label SELSEC1

37

IATGRCT

IATXELA macro

Register 14 - return address

Register 15 - entry point of the routine

Register 0 - address of ECF

Register 1 - ECF mask

Register 2 - address of ECF list control block (IATYELB)

38

IATGRCT

IATXELD macro

Register 14 - return address

Register 15 - entry point of the routine

Register 0 - relative position number of ECF entry
Register 1 - address of ECF list control block (IATYELB)

39

IATGRCT

IATXELS macro

Register 14 - return address

Register 15 - entry point of the routine

Register 0 - relative position number of ECF entry
Register 1 - address of ECF list control block (IATYELB)

40

IATDMNC

IATXIOX macro

QARWNEIRONEIAONR|IORONREIOQORINEIQORONEIQUORONERIARONE R IR|RARONRE

Register 14 - Return address
Register 15 - Entry point address
Dump code

Reason code

Control block identifier

FDB address

50
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JES3 Event Trace Table

Trace Module of Description of Trace Additional data (by word number)
ID origin Origin (function)
41 IATMSMS Determine which (No additional data defined for IDs 41 through 58)
initiators to stop
42 IATMSMS Staging area purge
(SSISERV)
43 IATMSMS JOB select for a task
which has been started
44 IATMSMS End of job step task
(EOT)
45 IATMSJT End of job (EQJ)
46 IATMSMS End of initiator (EOM)
a7 IATMSMS VS initiator request that
job be reenqueued
49 IATMSMS Determine number of
initiators to start or the
number to start for a
group
50 IATMSMS Checkpoint GMS data in
MPCPROC
51 IATMSMS RESQUEUE add
52 IATMSMS Logical storage update
53 IATMSMS ECF posted for error
recovery
54 IATMSMS Inspect job select queue
element
55 IATMSMC Job flush
(*S,main,FLUSH
command or job IPLed
off main)
56 IATMSMS Cannot start initiator
57 IATMSMS Out-of-tracks conditions
for GMS
58 IATMSMS End of job (EOJ) or end
of initiator (EOM) during
job select
60 IATABMN JES3 ESTAE routine 1,2: Registers 0 and 1
entered 3,4: PSW at time of failure
5: ABEND code
6: Additional processing request (1 byte) instruction length code (1
byte) interrupt code (2 bytes)
7 Error type (1 byte) additional error information (3 bytes) The error
type and additional error information description is in the field
SWDAFLGS of the the SDWA (IHASDWA).
8: Machine check error information (1 byte) FSINDEX1 (1 byte)
TVTFSFGL1 (1 byte) ESTAE exit level (1 byte)
9: FCTACTIV at time of failure
10-25 Registers 0 through 15
61 IATABRT Entry to JESTAE exit 1: Address of JESTAE exit routine
routine 2: Address of FSWA
62 IATABRT Exit from JESTAE exit 1: Return code from JESTAE exit routine
routine 2: Address of JESTAE retry routine if return code is 4
63 IATDMGB I/O error None
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Table 4. JES3 Trace Events (continued)
Trace Module of Description of Trace Additional data (by word number)
ID origin Origin (function)
65 IATRIM6 Event on RJP line 1: Identifier of event type (see “RJP Debugging Aids”)
2: Action taken
3-4: Line name
5: Register 0
6: Register 1
7 Register 2
8: Register 3
9: Register 4
66 IATDMNC JES3 file directory FIND | 1: Return address
routine 2: Entry address
3: TAT FDB address
4: FDB address
67 IATDMNC JES3 file directory ADD | 1: Return address
routine 2: Entry address
3: TAT FDB address
4: FDB address
68 IATDMNC JES3 file directory 1: Return address
DELETE routine 2: Address of entry point of function
3: Address of FDB
4: Address of file directory entry
69 IATGRCT Multifunction Monitor 1: Address of ECF
(AWAIT) 2: ECF mask (If this is the list form of AWAIT, the above two words
are repeated for each entry in the list)
71 IATDMJA JDS access routine for 1: Return address
user data set allocation | 2: Address of staging area
72 Many MDS MDS trace record from Variable number of words, in EBCDIC
modules the module indicated
within the record
75 IATFCxx FSS trace record from See "Functional Subsystem (FSS) Address Space Trace Output” in
IATFPxx the module indicated ES3 Diagnosid for a description of the FSS trace records.
IATSICD within the trace record. Note: This ID will appear in the JES3 FSS formatted trace.
76 IATOSENF Indicates an ENF signal | 1: Register 2 - ENF exit routine address
was issued 2: Register 3 - Work register
3: Register 4 - Address of the caller's parameter list
4: Register 5 - Work area address
5: Register 6 - Work register
6: Register 7 - Work register
7 Register 8 - Return code from the ENFREQ macro
8: Register 9 - Work register
77 IATCNNF Indicates an ENF signal | 1: Qualifier code
was received by JES3
from MCS.
78 IATMDxx Indicates the status of an
SMS-managed volume
has changed
79 IATCNDxx DLOG event Variable, see macro IATYDTR
80 IATGRCT IATXSTMD (Setmode) 1: Contains following, Byte O - the option byte from RO at entry to
setmode. The high order bit of this byte indicates the task mode
requested. 1 indicates IATAUX task mode. O indicates IATNUC
task mode. Byte 1 - FCTMODE field at entry to setmode Byte 2 -
TVTATFLG field at entry to setmode Byte 3 - unused
2: Return address
81 IATMOTR The traced parameters of | 1-3: Contains parameters (in hexadecimal) from the *FE command
the *F.E command are:
ON OFF EXEL=RESET
EXCL=id
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application program
interface staging area

SSOB header address
COW address

Table 4. JES3 Trace Events (continued)

Trace Module of Description of Trace Additional data (by word number)

ID origin Origin (function)

82 IATOSPD Indicates that a PSO 1 RESQUEUE address
staging area has been 2: SSOB header address
received by the PSO 3: WSP address
DSP 4: Staging area address

83 IATOSSD Indicates that a SYSOUT | 1: Checkpoint job’s RESQUEUE address or zero

2:
3:
4.

has been received by the
SYSOUT application
program interface DSP

Staging area address
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Table 4. JES3 Trace Events (continued)
Trace Module of Description of Trace Additional data (by word number)
ID origin Origin (function)
84 IATDJSV DJ server address space | 1-8 Registers 2-9
events 9-10: "IATDISV”"
11-12:  Event Type:
* DYNALLOC - Dynamic allocation request has completed.
*  WAKEUP - DJ address space has been posted to process a
request.
* OPEN - Open request has completed.
* CLOSE - Close request has completed.
« EOQV - End of volume (EOV) request has completed.
* EXCP - Execute channel program (EXCP) has completed.
* RETURN - Server address space has been told to terminate
by JES3.
» EXIT - Server address space is terminating; this will occur as
a result of a RETURN request or when the server address
space determines that JES3 is down.
» JES3DOWN - The timer exit has determined that JES3 is
down.
13: DJ server job id
14: ASCB address
15: DJ FCT address
WAKEUP Requests
16: Function code from the ECB
DYNALLOC Requests
16: SVC 99 request block address
17: DYNALLOC return code
18: Bytes 1-2: DYNALLOC error reason code. Bytes 3—4:
DYNALLOC information reason code
OPEN Requests
16: DCB address
17: OPEN return code
18: First four bytes of current volser
19: Bytes 1-2: last two bytes of current volser. Bytes 3-4: zero
CLOSE Requests
16: DCB address
17: CLOSE return code
EOV Requests
16: DCB address
17: EQV return code
18: First four bytes of current volser
19: Bytes 1-2: last two bytes of current volser. Bytes 3-4: zero
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JES3 Event Trace Table

Trace Module of Description of Trace Additional data (by word number)
ID origin Origin (function)
84 cont. | IATDISV DJ server address space | EXCP Requests
events.
16: I0B address
17: 1/0 completion ECB contents
18: Byte 1: IOBFLAGL. Byte 2: IOBSENSO. Byte 3: IOBSENS1. Byte
4: zero
19: First four bytes of CSW
20: Bytes 1-3: last three bytes of CSW. Byte 4: zero.
JES3DOWN Requests
16-17: Setto POST if the server address space was posted for
termination. Set to CANCEL if the server address space was
cancelled.
For RETURN and EXIT requests,
there is no additional information
105 IATDMNC Traced JSAM buffer 1: Register 2 - work register
contents on SRF 2: Register 3 - return code
mismatch for a 3: Register 4 - FDB address
JESREAD ABEND 4: Register 5 - JQX addres
DM704, RC X'14'. 5: Register 6 - return address
6: Register 7 - SRF identifier
7 Register 8 - buffer address
8: Register 9 - work register
9-488 or 1023:
Failing buffer contents
107 IATGRQC Error exit from IATXGCL | 1-8: Registers 2-9 for IATGRQC
9-13: Caller’s registers 2-7
14: Caller’s register 10
15: Primary CPB address from the caller
16: Return code from IATXGCL
17: Return address
108 IATDMNC A MRF was read from 1 Register 2-buffer address
spool using the 2: Register 3-FD entry address
ADEBLOCK, APOINT, 3 Register 4-FDB address
AOPEND or ABACKR 4: Register 5
macros. The VALID in 5: Register 6
the spool buffer did not 6: Register 7
match the VALID in the 7 Register 8-
file directory entry. JES3 | g: Register 9
issued an abend code of | 9-488:  Failing buffer contents
DM722.
109 IATGRQC Error exit from IATXRCL |1-8: Registers 2-9 for IATGRQC
9-13: Caller’s registers 2-7
14: Caller’s register 10
15: Primary CPB address from the caller
16: Return code from IATXRCL
17: Return address
18: Cell address to be released
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Table 4. JES3 Trace Events (continued)

Trace
ID

Module of
origin

Description of Trace Additional data (by word number)
Origin (function)

120

IATDMTK

X from X.G

G from X.G

VALID from the TAT

Slot address from VALID array

The RQ address from FCTRQAD
Job number from RQ

DSP dict. address

-12: ASAVE return for the last 5 ACALLS

Track allocation

PN A WNRE

Identifier 120 is present only
when the SAT trace has been activated via the *F.E,START=SAT
command.

121

IATDMTK

X from X.G

G from X.G

VALID from the TAT

Slot address from VALID array

The RQ address from FCTRQAD
Job number from RQ

DSP dictionary address

-12: ASAVE return for the last 5 ACALLS

Track allocation

PN TRARONRE

Identifier 121 is present only
when the SAT trace has been activated via the *F,E,START=SAT
command.

3000-
4005

Available to installations
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Format of a JES3 Trace Entry

|Fi§ure 3lillustrates the format of a JES3 event trace table found in a formatted

dump.
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~
*%% JES3 TRACE (MOST RECENT ENTRY FIRST) #*x
ALL TRACE IDS ARE ENABLED
BRAVO TYP=RETURN ~ MOD=IATGRSV FCT=02ADD6BO TOD=213429-344384 ID=0029 TCB=007FF190 IATABM+008A4
0274A738 000118A4 027197CO 0000258F 80011888 027197C0
BRAVO TYP=CALL MOD=IATGRSV FCT=02ADD6BO TOD=213429-344213 ID=0028 TCB=007FF190 ATIME
007E6910 800118A4 027197CO 00000010 80011888 82749E00 00012290 007E6290
007E6528 00000000 00000000 00013810 0001208E 8001108E 02ADD6BO 02701000
BRAVO TYP=ESTAE MOD=TATABMN FCT=02ADD6BO TOD=213429-255678 ID=0060 TCB=007FF190
00000010 007E6290 071CO000 82ADD7B6 840C1000 80060001 40040001 00000502
02ADD6BO 00000000 00000258 7F56200C 00000008 02ADCOC8 02689506 02B928D8
02AC8200 02AD5DA8 0268A000 02ADAOC8 02ADD6BO 02701000 ©02ADBOC8 02ADD7BO
027191BE
BRAVO TYP=RETURN ~ MOD=IATGRSV FCT=02ADD6BO TOD=213429-252139 ID=0029 TCB=007FF190 EP-NFND
0274A738 82ADD7BO 027191BE 00000000 00000258 00012800
BRAVO TYP=CALL MOD=IATGRSV FCT=02ADD6BO TOD=213429-252132 1D=0028 TCB=007FF190 FAILDSP
02ADBOC8 82ADCELE 00012800 02ADD6BO 00000258 7F56200C 0000000B 02ADCOC8
02689506 02B928D8 02AC8200 02AD5DA8 0268A000 02ADAOC8 02ADD6BO 02701000
BRAVO TYP=RETURN ~ MOD=IATGRSV FCT=02ADD6BO TOD=213429-252123 ID=0029 TCB=007FF190 IATMSMS+00B58
0274A738 02ADAC20 0000000C 000002D1 02701000 02716508
BRAVO TYP=RETURN ~ MOD=IATGRSV FCT=02ADD6BO TOD=213429-252118 ID=0029 TCB=007FF190 IATDMTK+O09AE
02C4ECO8 0271654E 00000004 000002D1 02701000 02716A90
BRAVO TYP=RETURN ~ MOD=IATGRSV FCT=02ADD6BO TOD=213429-252100 ID=0029 TCB=007FF190 IATDMTK+OOEFE
02CE0210 02716A9E 00000000 7F6C300C 02B92948 02713DC8
BRAVO TYP=DISPATCH MOD=IATGRCT FCT=02ADD6BO TOD=213429-252053 ID=0030 TCB=007FF190
02701B4E 000000FF
CONSDM  TYP=AWAIT MOD=IATGRCT FCT=02727268 TOD=213429-252021 ID=0069 TCB=007FF190
7F5460F5 00000040
CONSDM TYP=RETURN ~ MOD=IATGRSV FCT=02727268 T0D=213429-252014 ID=0029 TCB=007FF190 IATDMNC+00D46
02C177E8 02713CA6 02714354 02B92948 7F5460E8 027138D6
CONSDM TYP=RETURN ~ MOD=IATGRSV FCT=02727268 TOD=213429-252011 ID=0029 TCB=007FF190 IATDMNC+009D4
02C4E4DO 02713934 02714354 02B92948 7F5460E8 02714354
CONSDM TYP=CALL MOD=IATGRSV FCT=02727268 TOD=213429-251999 ID=0028 TCB=007FF190 DISKIO
027027A0 82713934 02714354 7F53900C 7F5460E8 7F51FO0C 0275CDE8 7F5460E8
00000000 00000000 7F5460E8 0003A300 00000042 027138D6 02727268 02701000
CONSDM TYP=FD-FIND MOD=IATDMNC FCT=02727268 TOD=213429-251987 ID=0066 TCB=007FF190
827138E0 02715006 7F53900C 7F5460E8
CONSDM TYP=CALL MOD=TIATGRSV ~ FCT=02727268 TOD=213429-251984 I1D=0028 TCB=007FF190 OUTPUT
027027A0 82713CA2 027138D6 7F53900C 7F5460E8 7F53900C 0275CDE8 7F5460E8
\_ 00000000 00000000 7F5460E8 0003A300 00000042 82713B00 02727268 02701000 Y,

Figure 3. Format of a JES3 Event Trace Table

***JES3 TRACE is the information in the JESS3 trace table. The first line following
this heading may be one of the following:
ALL TRACE IDS ARE ENABLED

This is the default JES3 takes when the installation has not selected specific
trace ids. JES3 creates an entry for all events that occur in the address space.
ALL TRACE IDS ARE DISABLED

This indicates the installation turned off the tracing facility. JES3 will not create
any entries for the trace table.
THE FOLLOWING TRACE IDS ARE ENABLED: 0044 0045 0047

The installation selected the specified trace ids using the modify commands.

Refer to|z/0S JES3 Commands for more information on the commands.

name - is a DSP name (for example, CONSOLES) for the FCT that is active at the

time of trace.
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TYP=cccccccc - is a one- to eight-character descriptor of the JES3 function being
traced.

MOD=cccccccc - is the name of the module in which the trace originated.

FCT=hhhhhhhh - is a 6-digit hexadecimal address. This can be an MPC address,
but is usually the FCT address.

TOD=dddddd-dddddd - is the time of day, expressed as “hours, minutes,
seconds-fraction”. The fraction is a decimal fraction of a second down to one
millionth of a second.

ID=dddd - is the trace identification number extracted from the IATXTRC macro.

TCB=hhhhhhhh - is the address of the TCB under which the trace entry is made for
either the primary task or the auxiliary task. In the case of trace entries created
under SRBs, the TCB address will be formatted as TCB=N/A.

cccecccc - is the symbolic name of a called routine or (for RETURN) the symbolic
location of the caller. The CALL/RETURN sequence occurs each time ASAVE
(register save) is used, since it is in most JES3 macro calls. The symbolic hame is
either the name of the actual routine being entered or the name of a module plus
offset.

Up to 128 words of data as specified in IATXTRC may follow. See for
descriptions of individual trace events.

(Not shown) - EBCDIC translation of user data for some types of entries.

Note: Serialization logic is implemented for the trace function in order to prevent
concurrent entry to the routine. As a result of this serialization, some trace
entries may be lost.

**TRACE FORMAT COMPLETE dd*** contains a code (dd) that shows what
happened when tracing was attempted:

Code Explanation

00 The TVT could not be found.

01 There was a problem entering one of the trace pointers.

02 The last trace entry was invalid, or there were no entries.

03 Unassigned.

04 A trace entry address is for a location before the start of the trace table, or
the entry is otherwise inaccessible.

05 A trace entry address is for a location beyond the end of the trace table, or
the entry is otherwise inaccessible.

06 The address of the previous trace entry is invalid.

07 A trace entry was found in the table, but the entry had an invalid ID.

08 A specific trace entry could not be found.

09 The last entry in the trace table was processed. (Normal completion.)
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Format of a Functional Subsystem (FSS) Address Space Trace Table

Information about the events that occurred in a C/I or writer FSS address space
provides FSS trace output. The events are recorded in an FSS trace table in the
private area. Each FSS and FSA maintains its own trace table to record events that
occur within that particular FSS or FSA.

The trace table from an FSS address space is obtained when a dump of the
address space is taken. The trace output is located in the MVS portion of a dump.

JES3 defines the size of the FSS trace table that contains the trace output. The
FSS trace table contains a limited number of entries. When the number of entries in
the table exceeds the size of the table, JES3 starts placing entries at the beginning
of the table and continues to replace the entries with new trace entries. The FSS
trace table provides the installation with the addresses of several trace entries in
the FSS trace output. These addresses define the size and bounds of the FSS
trace table and identify the last entry that was recorded.

Entries are added to the FSS trace table when a IATXTRC macro with an identifier
of 75 is issued. A trace identifier of 75 invokes the FSS trace routine IATFCTR. The
events that an FSS address space records in the FSS trace table are:

e Connect and disconnect FSI functions, if the trace routine is available.

* FSS-t0-JES3 FSI functions after the function has completed. The FSS to JES3
FSI functions are:
— GETDS
— GETREC
— FREEREC
— RELDS
— CHKPT
— SEND

» JES3-to-FSS FSI functions after the interface routine has finished processing the
request. The JES3-to-FSS FSI functions are:
— ORDER
- POST

» Errors detected by a service routine that does not generate a DFB abend.

* Initialization, non-abend error conditions, termination, and entry to an ESTAE
routine for each of the JES3-created asynchronous tasks in the FSS address
space. See [Table 5 which identifies the asynchronous tasks in an FSS address
space that are traced.

Format of an FSS Trace Entry
|Figure 4 illustrates the format of an FSS trace table found in a formatted dump.
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i
TRACE TABLE FOR DEVICE: ATD13000

TYP=FSSTRACE MOD=SEE TEXT R11=000B58F8

OO6EEF10 O06FO1A0 OO6EFF60 8933D61A
C9C1E3C6 C3D3E340 C4C5D840 E2DID340

TYP=FSSTRACE MOD=SEE TEXT R11=000B58F8
OO6EEF10 O06FO1A0 OO6EFFDO 8933D61A
C9C1E3C6 C3D7E340 D7D6E2E3 40404040
00000000 00000000 80000000 OOOOAADS

TYP=FSSTRACE MOD=SEE TEXT R11=000B58F8
OO6EEF10 006FO1A0 OO6EFFDO 8933D61A
C9C1E3C6 C3D3E340 C4C5D840 E2D9D340

TYP=FSSTRACE MOD=SEE TEXT R11=006F0178
006FO3EO O06FO1AO 7F759918 00BESB10O
C9C1E3C6 D7C7C440 C7C5E3C4 E2404040
00000000 OOOA3FOC 00000800 00000784
00000000 00000000 00000000 00000000
00000000 00000000 00000000 40404040
40404040

TYP=FSSTRACE MOD=SEE TEXT R11=090AFD28
006CFBB8 006FO1A0 7F759918 0OBESB10
C9C1E3C6 D7D9C440 DIC5D3C4 E2404040
00000000 00000000 80000000 A9078EID
00000000 00000000 D7404040 40404040

TYP=FSSTRACE MOD=SEE TEXT R11=090AFD28
006CFBB8 006FO1AO 7F759918 0OBESB10
C9C1E3C6 D7E2C240 E2E6C240 C4C5D340

TYP=FSSTRACE MOD=SEE TEXT R11=090AD728
006CFBB8 006FO1A0 7F759918 00000000
C9C1E3C6 D7C7C640 C7C5E3D9 C5C34040
00000000 00000000 40008400 00000000
00000000 00000000 O0OOOOO00 00000000
40404040 DI9D47BF1 F5C8D940 C9C4E740

-

TOD=131207-250717

09309420 00000000

TOD=094254-810564
09309420 00000000
00000024 00000002
00000000

TOD=094254-810279
09309420 00000000

TOD=093957-460796
006F0458 OOOABIED
000000AC 00000003
000B5978 00000000
00000000 00000000
40404040 40404040

TOD=093957-452516
006CFC30 093A4D30
00000038 00000006
65C50581 00000000
D7404040 40404040

TOD=093957-452227
006CFC30 00000258

TOD=093921-958261
00000001 89373340
00000044 00000004
00000000 00000000
00000000 D7404040
00080003 00037B27

1D=0075 TCB=006DOE88

0OBE8B1O O3FA1000 -------------- et
IATFCLT-DEQ-SRL--=n=m=mmmmmmmm

1D=0075 TCB=006DOESS
00BESB10 03FA1000 -------------- ()N
00050001 00000000 IATFCPT-POST===--=-=m==ommmmm-

_______________ Q________________

1D=0075 TCB=006DOESS
0OBE8B10 03FA1000 --------=----- (O ——
IATFCLT-DEQ-SRL==== === mmmmmmm o

1D=0075 TCB=006D7100
00000444 09374EE8
00050001 00000000 IATFPGD-GETDS--====mmmmmmmmmmmmm
00000000 00000000
00000000 00000000
40404040 40404040

1D=0075 TCB=006FA5EQ
00000000 006F9D28
00050001 00000000 IATFPRD-RELDS----=====nnnnnnn=--
00000000 00000000 -------------==--= I
DID47BF1 F5C8D940 -------- pESE— pESSSSE RM-15HR-

1D=0075 TCB=006FA5EQ
00000000 006F9D28

1D=0075 TCB=006D7100
00000000 00000000
00050001 00000000 IATFPGF-GETREC------=-=====-----
A9O78EID 65C50581 =--==-=m==mmmmmmmmmmmmmmmne B
40404040 D7404040 ——---------===-oo—- [ P---
06436000 ) | ) )

Figure 4. Format of an FSS Event Trace Table

TRACE TABLE FOR describes the information in the FSS trace table. The first line

following this heading may be one of the following:
TRACE TABLE FOR DEVICE: dev

Indicates that this is a FSS trace table for the specified device.
TRACE TABLE FOR FSS: fssname

Indicates that this is a FSS trace table for the specified FSS.

TYP=FSSTRACE - is an eight-character descriptor of the FSS trace.

MOD=SEE TEXT - see the EBCDIC version of the entry (located to the right of the

trace entry) for the name of the module in which the trace originated.

R11=nnnnnnnn - is the contents of the caller’s register 11.

TOD=dddddd-dddddd - is the time of day, expressed as “hours, minutes,
seconds-fraction”. The fraction is a decimal fraction of a second down to one
millionth of a second.

ID=dddd - is the event id (0075).

TCB=hhhhhhhh - is the address of the TCB under which the trace entry is made.

The first line of the trace entry is the contents of the caller’s registers 2-9.
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The second line of the trace entry is 114 bytes of the user’'s data. The user’s data

contains the:
MODULE

specifies the module that is recording the trace entry.

EVENT ID

is the EBCDIC mnemonic of the function being traced.

OTHER INFORMATION
is additional information available in the trace record.

The following chart identifies the contents of the user's data area by each FSS

module:

Table 5. User’s Data Supplied in an FSS Trace Entry

MODULE EVENT ID OTHER INFORMATION
IATFCLT INIT none
DEQ SRL none
TERM none
ESTAE none
IATFCOR ORDER FSIP(ORDBSIZ1+24)
IATFCPT POST FSIP(POSTSIZ1)
IATFCSN SEND FSIP(SNDSIZ1)
IATFPCC FSA CONN none
IATFPCP CHKPT FSIP(CHKSIZ1)
ddname
IATFPCW INIT none
PERM ERR none
TERM none
ESTAE none
IATFPDD FSA DCON none
IATFPGD GETDS FSIP(GDSSJMSG-FSIPARM)
ddname
CKPT ERR none
NO NEWS none
ESTAE none
IATFPGF GETREC FSIP(GLRSIZ1)
ddname
IDX
IDXNUM
IDXRECID
IDXFLAG1
NO BUFF none
PERM ERR none
LOG ERR none
FREEREC FSIP(FLRSIZ1)
ddname
IATFPRA INIT none
NO BUFF none
NO INDEX none
PERM ERR none
RCID ERR none
UNEX EOF none
TERM none
ESTAE none
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Table 5. User’s Data Supplied in an FSS Trace Entry (continued)

MODULE EVENT ID OTHER INFORMATION
IATFPRD RELDS FSIP(RDSSIZ1)
ddname
BAD DSID none
IATFPSB SWB BLD none
SWB DEL none
NO SWB none
PERM ERR none
PARM ERR none
IATSICD FSS CONN FSIP(CDFSIZ1)
FSA CONN FSIP(CDFSIZ1)
FSA DCON FSIP(CDFSIZ1)

Communication Traces
This section is divided into the following topics:

BSC remote job processing snaps output
Examines the output from the RJP line snap facility described in
ob Processing (RJP) Snaps Output’] The output is a storage dump that
describes:
* The line device characteristics table (DCT)
* The remote device DCTs for a signed-on terminal
* Current SRB/IOSB
» Transmission data areas for each channel end processed

RJP Hardcopy Log trace output
Entries are added to the JES3 trace table when this facility is invoked. An entry
is added to the JES3 trace table when a I/O operation is performed on a
specified line.

SNA RJP trace output
Suggests solutions when the problems seems to be with SSNA RJP. Included
are discussions of:
» Exception responses

» Error recovery after communications stops between a remote workstation and
the host

* The SNA RJP recording environment

BSC network logging facility
Describes the format of the trace output produced for a BSC node.

BSC Remote Job Processing (RJP) Snaps Output

shows an example of the RJP snaps output. Refer to mapping macros in
the program listings to find where specific information appears in the snap output.
Mapping macros for RJP snaps output are:

LINE DCT - IATYSUP
LINE RAT - IATYRAT
SRB - IHASRB
I0SB - IECDIOSB
RMDCT - IATYSUP
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/' N
1] * RJPSNAPS OUTPUT 87.203
13295457 00000000 01C5E6C4 01CBD48S 01CDAE4S 01CD2B20 00000000 01C45340 000012CO 40404040
LINE DCT 00000020 40404040 00000000 00000000 00000000 00000000 00600000 40000000 00000000
LINEL 00000040 00000000 04000045 CO100000 0049A08D 00000028 00000004 00040000 00000000
00000060 00000000 03000000 80000000 01C99A00 00000000 OOOOO00O 000000 0OOOOOOO
00000080 FOFOC2F8 00000000 01CDAF10 EE000000 01C99A00
RMDCT ~ 01CBD488 ©1CBD42C O1CDAE48 01C5E720 00000000 00000000 0002BCEO 00000000 01C45470
LINEL  01CBD4A8 01CBD524 00000000 00450084 80020188 00001302 80CCOAG0 00000000 00000000
RMDCT ~ 01CBD524 01CBDA4C8 00000000 01C5E720 00000000 00000000 00000000 00000000 01C45470
LINEL  01CBD544 ©1CBD64C 00000000 00000050 80020188 00001302 10CCOAG0 00000000 00000000
RMDCT ~ 01CBD64C ©1CBD564 00000000 O1C5E720 00000000 00000000 00000000 00000000 01C45470
LINEL  01CBD66C 01CBD774 00000000 00000050 80020188 00001302 40CCO000 00000000 00000000
RMDCT ~ ©1CBD774 ©1CBD68C 00000000 O1C5E720 00000000 00000000 00000000 00000000 01C45470
LINEL  01CBD794 00000000 00000000 00000084 80020188 00001302 20CCOAG0 00000000 00000000
LINE RAT O1CDAE48 DICLE340 00000000 10610000 00000000 00000000 41000000 00000000 01CDAECO
LINEL  O1CDAE68 01958388 00000000 O1CDAECO O1CDAEDS OE000008 01000000 FFOO0000 00000000
01CDAES3 O1CDAEF8 O1CDAEF8 00000000 01C5E720 6E0001B8 00701070 00000000 00000000
01CDAEAS 2F600001 00000000 23600001 004C8EIC 27600001 00000000 03600004 008C8B20
01CDAECS 01600001 008C8B52 02200008 004C8EF8 00000000 00000000 0000000 OOOOOOO
01CDAEE8 COCIC2CA CAC6COCO 00000003 00000000
SRB 0SB 01958388 40800000 08000008 81CD2110 08419C80 OOFCES50 004CS8EDS OEO00008 019583F4 * ................. Y8..Queennnn 4
LINEL  019583A8 00000000 00000000 40170100 00000000 00000000 00000000 00000000 8ICD2LEQ *...eeevr wevrrreeeeeeeeeeeeeeens *
019583C8 81CD21EQ 81CD2166 004C8ECO O1CDAECO OODLE2F3 01000000 00100000 00000000 *................. NI J *
2] 019583E8 00000000 00000000 00000000 E2D9C240 00000000 OOFALEQO 00000000 00000000 *............. 31 S *
01958408 0000 00000000 01958388 00000000 00000000 00000000  Fiiiiiiiiiiiiiieeeeeaann. *
WRITE  o01cp2852 37 H 5] *
READ
1 13300245 00000000 01C5E6C4 01CBDA8S OLCDAE4S 01CD2B20 00000000 01C45340 000012CO 40404040
LINE DCT 00000020 40404040 00000000 00000000 00000000 00000000 00000000 40000000 00000000
LINEL 00000040 00000000 04000045 CO100000 0049A08D 00000029 00000004 00040000 00000000
00000060 00000000 03000000 80000000 01C99A00 00000000 OOOO000O OOOOOOOO OOOOOOOO
00000080 FOFOC2F8 00000000 01CDAF10 EE000000 ©1C99A00
RMDCT ~ 01CBD488 01CBDA42C 01CDAE48 01C5E720 00000000 00000000 0002BCEO 00000000 01C45470
LINEL  01CBD4A8 01CBD524 00000000 00450084 80020188 00001302 80CCOAG0 00000000 00000000
RMDCT ~ 01CBD524 01CBD4C8 00000000 O1C5E720 00000000 00000000 00000000 00000000 01C45470
LINEL  01CBD544 ©1CBD64C 00000000 00OOOO50 80020188 00001302 10CCOAG0 00000000 00000000
RMDCT ~ 01CBD64C ©1CBD564 00000000 O1C5E720 00000000 00000000 00000000 00000000 01C45470
LINEL  01CBD66C ©1CBD774 00000000 00000050 80020188 00001302 40CCO000 00000000 00000000
RMDCT ~ ©1CBD774 ©1CBD68C 00000000 O1C5E720 00000000 00000000 00000000 00000000 01C45470
LINEL  01CBD794 00000000 00000000 00000084 80020188 00001302 20CCOAG0 00000000 00000000
LINE RAT O1CDAE48 DICLE340 00000000 10610000 00000000 00000000 7FOA0000 00000000 01CDAECO
LINEL  O1CDAE68 01958388 00000000 O1CDAECO O1CDAEDS 0C000006 00000000 FFOO0000 00000000
01CDAESS O1CDAEF8 O1CDAEF8 00000000 01C5E720 6E0001B8 00700000 00000000 00000000
01CDAEAS 2F600001 00000000 23600001 004C8EIC 27600001 00000000 03600004 008C8B20
01CDAECS 01600001 008C8B50 02200008 004C8EF8 00000000 00000000 000000 OOOOOOOO
S 01CDAEES COCLC2CA CAC6COCO 00000003 00000000

Figure 5. RJP Snaps Output

Shows the time of day the snap was taken, the control block printed, and the

RJP line number. Time of day is in the form hhmmssth where hh is the hour, mm is
the minute, ss is the second, and th is tenths and hundredths of a second. Time of
day appears at the beginning of each snap.

H WRITE shows the location from which data was written. READ shows the
location from which data was read.

E Shows the data that was written or read.

A Begins a snap taken after channel-end. Each remote DCT (RMDCT) represents
a device.

H shows the data being sent or received displayed in EBCDIC.

RJP Hardcopy Log Trace Facility:

The RJP hardcopy log trace facility generates

a continuous indication of the internal program flow within RJP. Data is printed on

the hardcopy log each time an important event occurs. An entry is also added to the
JES3 event trace table with an id of 65. For the format of a JES3 event trace entry
refer to [Format of a JES3 Event Trace Table] [Table § lists the hardcopy log events
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and contains a brief description of each. The facility should never trace more lines
than necessary, since console buffers may be filled faster than they can be printed,
resulting in a lockout condition. The same problem may occur when tracing a very

fast line.

Table 6. RJP Hardcopy Log Trace Events

Event Name Module Description
(IATRJIxx)

CEND M1 Channel-end processing started.

CENDSNAP M1 Channel-end processing started; IOSB/SRB, LDCT,
RDCT, and data buffers snapped.

CLOSSIO M2/M3 RJPCLOSE issued. Write last buffer to
non-programmable terminal.

CONQ M1 Remote console is in ALERT condition.

DISASIO M3 At line termination time, issue the disable line
command.

IDLE M3 Timer is set to cause line idle cycle for multi-leaving
terminal.

INIOSIO M3 After receiving control sequence from multi-leaving
terminal, start appropriate 1/0.

INIT M1 Initialize RJP 1/O control blocks.

MGET M1 Received date on a line with no terminal currently
signed on.

OPENSIO M2/M3 Read for first block of data from a remote
non-programmable terminal.

OPS M3 Received permission to send from a suspended
device on a multileaving terminal.

OPSTxxx M3 Received permission to send or request to send from
remote device or multi-leaving terminal. xxx is the
device address.

POSTPRNT M1 Positive response to ENQ received. Post output

POSTPNCH processor for nonprogrammable terminal.

POSTCONS

POSTxxx M1 1/0 to terminal ended normally. xxx is the logical
device name.

QBUF M3 Buffer queued for output to programmable terminal.
Buffers not written because I/O is active or line
already has buffers queued.

RCON M1 Remote console message received.

READSIO M2/M3 Read for next block of data from a remote
non-programmable terminal.

RESTSIO M1/M3 M3 Restart 1/0 after error condition. Post FCT of current

RPSTxxx RCB in current input buffer. xxx is the logical device
name.

SRDR M1 ENQ received from non-programmable terminal; RJP
issues *X,CR.

STRTSIO M1/M3 Initial EXCP at start line time.

TEXPSIO M1/M3 Timer expired for this line; start some 1/0.

WABTSIO M3 Write buffer to programmable terminal. Wait bit
sequence.
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Table 6. RJP Hardcopy Log Trace Events (continued)

Event Name Module Description
(IATRJxx)

WAIT M1 No pending activity for this line.

WEOTSIO M2/M3 Write EOT sequence to nonprogrammable terminal.

WPSTxXXX M1 Post output devices based on received FCS. xxx is
the logical device name.

WRITSIO M2/M3 RJIPPUT issued; current buffer full. Issue EXCP to
non-programmable terminal.

WTXTSIO M3 Write previously queued output buffer and read data
from programmable terminal.

SNA RJP Trace Output and Problem Analysis
This section describes what to do if you encounter some of the situations unique to

SNA RJP. Included are:
* The format of the output from the SNA RJP recording environment.
* An analysis of the problems unique to SNA RJP. The topics included are:
— Exception responses
— Error recovery after communication stops between a workstation and the host

SNA RJP Recording Environment

The SNA RJP recording environment produces traces for problem determination of
SNA RJP modules. For a discussion of the commands used to invoke the SNA RJP
recording environment, see |z/0S JES3 Commands|

Traces can include:

» Protocols, including chaining, bracket, and function management header
information.

* Negative response sense data.

» Task control block and service request block interactions.
* Results of compare and swap operations.

* Error returns from VTAM.

* Up to four bytes of pertinent data.

The traced information is printed automatically:

* Asession is ended.

* The operator entered a *STARTRJP command with the TRACEOFF parameter.
* Inbound data errors are detected by JES3.

The SNA RJP recording environment also produces snapshot dumps when
decompress or deblock errors occur for inbound data. Like traces, snapshot dumps
are produced only if the SNA RJP recording environment has been activated for a
workstation; they are then printed automatically when the errors are detected.

The trace output consists of a trace table header, a number of 8-byte entries, and

the following control blocks: logical unit control block (LCB); buffer entries (BFES);
request/response units (RUs); workstation block (WSB); and device entries (DVES).
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SESSION TRACE TABLE SNAP 85.004

09510270 02101940 H

02101960
02101980 H
021019A0
021019C0
021019E0
02101A00
02101A20
02101A40
02101A60

*xxxxxxx DVE'S

09510273 020F61FC

020F621C
020F623C
020F625C
020F627C

09510271 02115008

02115028
02115048
02115068
02115088
021150A8
021150C8

**kkkkx*x% WSB ﬂ

09510272 020F6154

TRACE TABLE - REASON FOR SNAP IS OPER. CANCEL

E3D9C3C5 00000000
00000000 00000000
E8030000 00000000
E3090000 00000000
E401C000 5D000000
C30C0000 00000000
E506CC00 03000000
E3130000 00000000
E4014000 61000000
C30C0000 00000000

00000000 00000000
00000000 00000000
00000000 00000000
020F64F8 00000000
00000000 FFFFFFFF

LCB - BFE'S START AT 021156DC RU'S START AT 021157FC

D3C3C240 D3F8F1FO
00000000 00000000
A1708000 03858504
00000000 00000000
02115700 021156D8
00000000 00000000
©0000000D 00300000

E6E2C240 E2F8F1FO

E2F8F1FO FOD3F8F1 FOF24040 40500040 00000000 00000000 *TRCE....
00000000 00000000 00000000 00000000 02101B50 02101CAD *....cueeeriireeennnnennnnnnn &.o..ux
E301E805 00000000 E3040000 00000000 E313000E 00000000 =*Y....... T
D6030000 00000000 D401D9OC 00000000 E30DSOOE 00000000 *T....... 0
D401D90C 00000000 E30D800O 00000000 E30DBOOE 00000000 *U...)...M
D401D90C 00000000 E3130000 00000000 E501000E 00000000 =*C....... M.R.....

M

0

M

M

D401E50B 00000000 D401C309 00000000 E301D4OE 00000000 *V.......
D6030000 00000000 D401D9OC 00000000 E30DSOOE 00000000 *T.......
D401D90C 00000000 E30D8000 00000000 E30DBOOE 00000000 =*U. .....
D401D90C 00000000 E3130000 00000000 E501000E 00000000 =C.......

020F615C 020F6154 00000000 00000000 00000000 11204000 *............... ©60000000000000 ox
00000000 00000000 FFFFFFFF 00000000 00000000 00000000 *.....viiiiiiiiiiiinnnnnnnnnnnnns *
00000000 00000000 00000000 00000000 00000000 020F6154 *.....eviireeiiiieernnnneennnnnns *
00000000 00000000 00000000 00000000 00000000 00000000 *...8....cciiiiiiinn terrnnnnnnnnn *
00000000 00000000 00000000 00000000 00000000 OOOOOOOO *...v'viiiiiiiiiiiinnnnnnnnnnns *

F2404040 02116008 020F6154 01000001 02042810 00000100 *LCB L8102  ............ccvvnnnn *
00000000 00000000 00000000 00000000 00000000 010303AL  *...ueeiiieeerniieernnineennnnnns *
00011000 00B10080 00000100 00000800 40404044 40404000 *.......covienunnnnnnnnn Sx
00000000 00000003 00000002 00000000 00020000 02115700 *...eeeiiireeiiieeennnneeennnnnn *
021156DC 00080100 021157FC 00000000 COO000OC 00000000 *....... Qe *
00000000 00000000 00000000 00000000 10000001 00000000 *.....viniiiiiiiiinnennnnnnnnns *
00000000 00400040 00012000 00000000 00000000 20080000 *......vvierer v teiiiiieiiinaa.s *

FO404040 40404040 40404040 40404040 40404044 00000000 *WSB S8100 0000%

020F6174 00000000 02100008 020F63CO 020944A8 020F61FC 020F6202 00000000 020F62F8 *.....evviiierniineennnn Boooooao 8x
020F6194 020F61FC 00000500 00000002 00000000 00000000 50000050 00OOOOOO 00000000 *..uwwwerrerereeeenns ooooooooooo *
020F61B4 00000000 00000000 00000000 00000000 01000002 00000000 OOOOOOOO OOOOOOOD  H..uuueerrrrrrrrreeeeeeeeeeeeennn *
020F61D4 C2C1E3C3 (8404040 00000000 00000000 00000000 06000000 00000000 00000000 *BATCH  vivvveriiiiiiiiiinnenn. *
020F61F4 00000000 00000000 @60000000 *
- J
[l TRACE TABLE - REASON FOR SNAP IS . . . can indicate one of the following:
Reason Explanation
OPER. REQUEST
The command *S,SNARJP, T=WSnnn,TRACEOFF was entered by
the operator.
OPER. CANCEL
The command *C(or *R),SNARJP, T=WSnnn was entered by the
operator.
OPER. CANCEL (,1)
The command *C(or *R),SNARJP, T=WSnnn,| was entered by the
operator.
LU LOGGED OFF COND.
A LOGOFF TYPE=COND command was entered from the
workstation.
LU LOGGED OFF UNCOND.
A LOGOFF TYPE=UNCOND command was entered from the
workstation.
DFC INTERNAL CANCEL
An event such as session abend occurred.
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DFC RESTARTED LU
JES3 entered a Clear or Start Data Traffic command for this
session (instead of quiescing the session).

The trace table header contains the following:
Offset Description

X'08'"  Workstation name

X'0D' Logical unit (LU) name

X'15"  Session bind options:
X'80"  Peripheral data set information records (PDIRS)
X'40'"  Card format input
X'20' Card format output
X'10' Document format output
X'08" Inbound compression
X'04"  Outbound compression
X'02'" Inbound compaction
X'01'" Outbound compaction

X'16' Session bind options:
X'80" ASCII
X'40' Cards may span request/response units (RUs)

X'17' Console simulation:
X'80" Console is simulated

X'38'" Address of next available trace entry (the preceding 8 bytes contain the
most current entry)

X'3C' End of trace table

Each trace table entry is eight bytes long. The general format of an entry is:

module-id subpath data
0 1 2-8
module-id

A one-character identifier for the module being traced. For the IATSNDx series
of modules, the module ID is the last letter of the module name. For other
modules, identifiers are:

Module ID Module

w IATSNLD

X IATSNLO

Y IATSNLS

z IATSNLB
subpath

A two-digit number that identifies the trace point within the module.

data
The traced information, which varies with placement of the IATXSNTR macro
and with its subparameters.

H Trace table entries begin at offset X'40'. With no table wraparound, the first entry
will be the oldest, and offset X'38" will point to the next available entry. With a table
wraparound, offset X'38" will point to the oldest entry.
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E] To analyze a trace entry, first locate the path identifier in the first two bytes of
the entry. The path identifier consists of a one-character module identifier and a
two-digit subpath identifier. Next, look up the path identifier in the first column of
and find the type of trace (PATH, DFC, RESP, or ERR) in the second
column. The third column explains the circumstances of the trace and describes the
format of the trace.

A The logical unit control block (LCB) is the internal representation of a session.
The LCB contains the session’s send/receive request parameter lists (RPLs), the
node initialization block (NIB) used to connect with the logical unit, stack pointers,
and pointers for managing send/receive buffers.

H There is one buffer entry (BFE) per request/response unit (RU). BFEs contain
summaries of information about RUs, including chain element position and
protocols. Each BFE points to its associated RU. The BFE is the basic interface to
module IATSNDM, which updates session states for protocols.

[ The workstation block (WSB) is built by module IATINWS during processing of
the RJIPWS initialization statement. The WSB is the anchor for all session control
blocks associated with a specific terminal.

[ The device entry (DVE) is used for allocating a device to a session, and is the
mechanism used for managing session interrupt situations. Each LCB contains two
push-down stacks, an inbound stack and an outbound stack. When a device is
allocated to a session, its DVE is pushed into the appropriate stack. When the
device is allocated, its DVE is removed from the stack.

Table 7. SNA RJP Recording Environment Trace Entries

IATSNDA Trace Entries

Module IATSNDA is the error check module. It is called to issue the CHECK macro upon
completion of an asynchronous request. Module IATSNDA is also called if the contents of
register 15 are nonzero following issuance of a VTAM macro either upon acceptance of an
asynchronous request, or upon completion of a synchronous request.

Path ID Type Explanation

AO1 ERR There has been a VTAM macro error return. See
for the trace format.

AO5 PATH An error return indicates that the request cannot be satisfied, but

can be retried. IATSNDA issues an EXECRPL macro and checks
the result. No data is traced.

AOD PATH IATSNDA is returning to its caller. Byte 5 of the trace entry
contains the return offset if the return is not a normal return. Byte
5 can contain:

X'00 Retry

X'04' Permanent error

X'08' Temporary error

IATSNDC Trace Entries

Module IATSNDC is the workstation close module. It is called when a session is no longer
needed, or when a session is to be temporarily released (a writer may temporarily release a
session to allow sending of console data).

Path 1D Type Explanation
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

co1

Co3
C05

co7

COA

coc

COE

C10

PATH

PATH
DFC

DFC

PATH

PATH

PATH

PATH

During CLOSE processing, the quiesce-immediate bit was set on
in the logical unit control block. Information about the device being
closed is traced. The trace entry format is:

Offset Contents

0 Cco1

2 DVEDVSL
3 DVECON
DVEDVSL

X'30' Printer

X'20' Reader or punch
X'10' Exchange or basic exchange device
X'00' Subaddress (for example, X'30' is PR1, X'31' is PR2)

DVECON

X'08' Outbound console on a stack
X'20' Inbound console

X'28' Inbound console on a stack

A CLOSE macro has been issued for a writer. No data is traced.
The writer has entered CLOSE processing specifying
TYPE=TEMP, and its session may be interrupted. A Suspend
Destination will be sent if the console close routine needs to send.
A Suspend Destination, Change Direction will be sent if a Signal
RU has been received from the workstation.

One of the following will be sent for the writer being closed:

¢ End Destination, End Bracket

* End Destination, Change Direction

e Abort Destination

See |Figure 6| and |Figure 7| for the trace formats.

The console close routine will find a suspended writer and will
send a Resume Destination. The resume address is traced. The
trace entry format is:

Offset Contents

0 COA

2 FMH1DTY
FMH1DTY

X'30' Printer
X'20' Punch

X'OF"  Subaddress (for example, X'30" is PR1, X'31' is PR2)
The console close routine will send End Destination, End Bracket
to close a prior console Begin Bracket, Begin Destination. No data
is traced.

The console close routine will send Only in Chain, Change
Direction because it found a reader on the inbound stack. No data
is traced.

The workstation close processing abnormally ended while using
this session.
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

CFF

ABEND

An attempt was made to reuse a request parameter list (RPL)
which is still active.

Offset Contents

0 CFF

2 MODE

3

4 RPLPLHPT
MODE

X'00' The abnormal end is a DM551.
X'80' The abnormal end is a X'AFB'.

RPLPLHPT is the link register of the current RPL user.

IATSNDD Trace Entries

Module IATSNDD is the DFASY module. It is an exit routine that is scheduled when one of
the following is sent by a workstation:

« Signal RU (request for Change Direction)

* Request Shutdown command

Path 1D
D01

D02

Type
PATH

PATH

Explanation

Identifies request/response unit (RU) type (Signal or Shutdown). A
Signal RU is supported as a request for Change Direction. A
Request Shutdown is a request for immediate session
termination. The trace entry format is:

Offset Contents

0 D01

2 RPLCNTDC
3 RPLCNTSC
4-5 RPLSIGDA

RPLCNTDC
X'10' Signal RU received

RPLCNTSC
X'10' Request Shutdown command received

RPLSIGDA
Must be X'0001' for Signal RU, otherwise the session will be
terminated.
Following processing of a Signal RU, module IATSNLO is
scheduled. Module IATSNLO will send Suspend Destination,

Change Direction. No data is traced.

IATSNDE Trace Entries

Module IATSNDE is the termination module. It is called when a session is to be quiesced or
cleared, in response to an operator command or following a session error.

Path 1D

Type

Explanation
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

EO1

EO2

EO05

EO6

EO7

EO9

PATH

PATH

PATH

PATH

PATH

PATH

Module IATSNDE has been entered. Each entry to module
IATSNDE causes a trace, even when no action is taken. The
trace entry format is:

Offset Contents

0 EO1

2-4 caller-id

5 type of quiesce requested
Caller ID

See Figure 24.

Type of quiesce requested

X'00' Quiesce at End Bracket

X'04' Quiesce immediately

X'08' Send Clear or Start Data Traffic command

Module IATSNDE has been entered for a normal quiesce and has
determined that the session is between brackets. No data is
traced.

The reset routine found the outbound console’s device entry on
the stack, but the console is waiting for a response to an End
Destination. Since the console has already been through CLOSE
processing, module IATSNDE will do the destack. The trace entry
format is:

Offset Contents

0 EO5
2 WSBCOPN
WSBCOPN

X'08' Console requested a session; an outstanding End
Destination response exists.

The reset routine found a writer on the stack, but the destack

routine is waiting for a response to End Destination. Since the

console has already been through CLOSE processing, module

IATSNDE will do the destack. No data is traced.

All session users have been quiesced. Module IATSNDE is about

to do the ENQUEUE for the CLSDST routine, or is about to call

module IATSNDT to send a Start Data Traffic command. The

trace entry format is:

Offset Contents

0 EO7

2 LCBCSFL2
3 LCBCSFLO
LCBCSLF2

X'80' Store session at end of chain
X'10' Quiesce immediately
X'08' Send Clear or Start Data Traffic command

LCBCSFLO

X'20' Writer is in OPEN processing

X'10' Console is in OPEN processing

The SESSIONC (cleared) exit routine has been scheduled. No
data is traced.

IATSNDM Trace Entries

Module IATSNDM is the state manager module. It updates the session state for brackets,
chains, change directions, and function management headers.
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

Path 1D
MO1

Mo4

MO05

MO06

M09

MoB

MFF

Type
PATH

PATH

PATH
RESP

DFC

PATH

ABEND

Explanation
Module IATSNDM has been entered. The trace entry format is:

Offset Contents
0 MO01
2-3 caller-id

Caller ID

see
Module IATSNDM did an ENQUEUE for inbound console data
because Begin Bracket, Begin Destination Select was received.
No data is traced.
The line control block (LCB) is placed on the Open queue for
processing.
Routine NRSP was called to send a negative response. See
for the trace format.
A positive response was sent to the query request routine; a
compaction table is being sent. The trace entry shows the query
for the compaction table function management header. See
[Figure 6|and [Figure 7|for trace formats.
A negative response was sent to an inbound stream and a Cancel
or End of Chain has been received. The trace entry format is:

Offset Contents

0 MO0B
2 RPLRH3
RPLRH3

X'40' End Bracket
An attempt was made to reuse a request parameter list (RPL)
which is still active.

Offset Contents

0 MFF
2 MODE

3

4 RPLPLHPT
MODE

X'00' The abnormal end is a DM551.
X'80' The abnormal end is a X'AFB'.
RPLPLHPT is the link register of the current RPL user.

IATSNDN Trace Entries

Module IATSNDN is the negative response routine. It sends a negative response for
data-related errors for VTAM-detected protocol violations.

Path ID
NO1

Type
RESP

Explanation

Module IATSNDN will send the negative response. Either module
IATSNFI found a data-related error (sense - 1001), or VTAM
detected an inbound protocol violation. See for the trace
format.
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

NFF ABEND An attempt was made to reuse a request parameter list (RPL)
which is still active.

Offset Contents

0 NFF

2 MODE

3

4 RPLPLHPT
MODE

X'00' The abnormal end is a DM551.
X'80' The abnormal end is a X'AFB'.
RPLPLHPT is the link register of the current RPL user.

IATSNDO Trace Entries

Module IATSNDO is the workstation open routine. It obtains sessions for writers and
consoles.

Path ID Type Explanation

003 PATH A Begin Bracket, Begin Destination is being sent for a console.
The session is idle. No data is traced.

004 PATH A Suspend Destination is being sent for the indicated writer. The

trace entry format is:

Offset Contents

0 004
2 FM1DTY
FM1DTY
X'FO' Media indicator
X'30' Printer
X'20' Punch
X'OF Subaddress (for example, 30 is PR1)
006 DFC A Begin Destination is being sent on behalf of the writer. See
|Figure 6| and |Figure 7| for trace formats.
007 PATH A peripheral data set information record (PDIR) is being sent for
the writer. The PDIR copies field is traced.
009 PATH A session was found for the calling writer. However, the buffer

cannot be used because the receive exit routine may be receiving
an inbound bracket. To prevent multiple simultaneous use of the
logical unit control block (LCB), buffer entries (BFEs), and request
units (RUs), a Begin Bracket, Only in Chain is sent. No data is

traced.

0o0B DFC The compaction table will be sent. See Figure § and |Figure 7| for
trace formats.

00D PATH A negative response was received during writer OPEN
processing. No data is traced.

OO0F PATH The workstation open processing abnormally ended when using
this session.
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

OFF

ABEND

An attempt was made to reuse a request parameter list (RPL)
which is still active.

Offset Contents

0 OFF

2 MODE

3

4 RPLPLHPT
MODE

X'00' The abnormal end is a DM551.
X'80' The abnormal end is a X'AFB'.
RPLPLHPT is the link register of the current RPL user.

IATSNDP Trace Entries

Module IATSNDP is the RUPUT module. It obtains a request/response unit (RU) to be filled
with data and makes the previously filled RU available to the send exit routine (IATSNDS).

Path ID
P07

P08

Type
PATH

PATH

Explanation

Module IATSNDP detected a session-related error. The error
reason code returned to the caller is traced is follows:

Offset Contents
0 P07
2 reason code

Reason Code

X'0C'  Temporary device error

X'10' Permanent device error

X'14' Session error

X'18' Terminate immediately

X'20' Intervention required (writer only)

The workstation put processing abnormally ended when using this
session.

IATSNDR Trace Entries

Module IATSNDR is the inbound response exit routine. IATSNDR is scheduled when a

positive or negative response is received from a workstation. For positive responses, it calls
module IATSNDM,; for negative responses, it calls its PURGE routine to determine whether
a Cancel must be sent.

Path ID
RO1

RO3

Type
RESP

RESP

Explanation

A negative response to an outbound chain was received before
the End of Chain RU was sent. This is an interrupt request block
(IRB) scheduled entry to IATSNDR. Sense bytes are traced. See
for the trace format.

A negative response was received after the End of Chain RU was
sent. This is a system request block (SRB) scheduled entry to
IATSNDR. Sense bytes are traced. See for the trace

format.
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

R04

R0O5

RO7

R0O9

ROA

ROD

ROE

ROF

R10

R11

R12

PATH

PATH

PATH

PATH

PATH

PATH

PATH

PATH

PATH

PATH

PATH

A negative response was received and the PURGE routine was
called. The trace entry format is:

Offset Contents

0 RO4

2 LCBWTRO
3 DVEDTYP
LCBWTRO

X'20' Writer is in OPEN processing
X'10' Console is in OPEN processing

DVEDTYP

X'80' Console
X'40' Punch
X'20' Printer

A negative response (sense 0802) was received to a writer OPEN
request. A RECEIVE SPEC macro is issued for the expected
LUSTAT. (Sense value 0802 means intervention required. The
status is sent inbound when the device is readied.) No data is
traced.

A Begin Bracket, End Bracket will be sent because a permanent
console error occurred following a console Begin Bracket, Begin
Destination. No data is traced.

In the case of a negative response to an outbound console RU,
the PURGE routine determined that the send exit routine
(IATSNDS) either is active or will be activated. No data is traced.
A Cancel RU is sent to cancel an outbound console request. No
attempt is made to reactivate the send exit routine (IATSNDS). No
data is traced.

A positive response to a writer End of Chain was received and the
writer (SNDP) was posted to handle it. No data is traced.

In the case of a negative response to a writer RU, the PURGE
routine determined that the send exit routine (IATSNDS) either is
now active or will be activated. No data is traced.

In the case of a negative response to a writer RU, the PURGE
routine determined that the send exit routine (IATSNDS) was no
longer active and so posted the writer (IATSNDP) to handle the
negative response. No data is traced.

The SRB error routine, SRBTERR, has been invoked because a
SEND EOC request completed with a temporary error due to a
negative response to a previous RU. No data is traced.

When processing a temporary error condition for a SEND EOC
request, the SRBTERR routine determined that the SEND was
issued by a writer and that the IRB negative response exit already
processed the pending - R. Therefore, SRBTERR posted the
writer (SNDP) to handle the error. No data is traced.

When processing a temporary error condition for a SEND EOC
request, SRBTERR routine determined that the IRB negative
response exit had not yet processed the pending - R. Therefore,
SRBTERR exited from SRB processing. No data is traced.
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Table 7. SNA RJP Recording Environment Trace Entries (continued)

RFF

ABEND

An attempt was made to reuse a request parameter list (RPL)
which is still active.

Offset Contents

0 RFF

2 MODE

3

4 RPLPLHPT
MODE

X'00' The abnormal end is a DM551.
X'80' The abnormal end is a X'AFB'.
RPLPLHPT is the link register of the current RPL user.

IATSNDS Trace Entries

Module IATSNDS is the send exit routine. It is scheduled via a system request block (SRB),
and it issues SEND macros as long as data is available.

Path ID
S02

S03

Type
PATH

PATH

Explanation

VTAM responded to a SEND macro with the error return code 0C,
0D (request cancelled, prior negative response outstanding). The

SEND request was for an outbound console RU. The trace entry

format is:

Offset Contents

0 S02
2 RPLCHN
RPLCHN

X'80' First of Chain

X'40' Middle of Chain

X'20' End of Chain

X'10' Only in Chain

VTAM responded to a SEND macro with the error return code of
0C, 0D (request cancelled, prior negative response outstanding).
The SEND request was for writer output. The trace entry format
is:

Offset Contents

0 S03
2 RPLCHN
RPLCHN

X'80" First of Chain
X'40' Middle of Chain
X'20' End of Chain
X'10' Only in Chain

IATSNDT Trace Entries

Module IATSNDT is the restart routine. It initializes a session for logon complete and
session restart situations. At every End of Chain, IATSNDT determines what activity should
occur next. At First of Chain and Middle of Chain, IATSNDT activates receive or send exits.

Path ID

